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Abstract

We present a structure preserving numerical algorithm for the collision of elas-
tic bodies. Our integrator is derived from a discrete version of the field-theoretic
(multisymplectic) variational description of nonsmooth Lagrangian continuum me-
chanics, combined with generalized Lagrange multipliers to handle inequality con-
straints. We test the resulting explicit integrator for the longitudinal impact of
two elastic linear bar models, and for the collision of a nonlinear geometrically
exact beam model with a rigid plane. Numerical simulations for various phys-
ical parameters are presented to illustrate the behavior and performance of our
approach.

1 Introduction

The accurate modeling of impacts between elastic materials is one of the main difficulties
in a variety of engineering applications. Consequently, the design of numerical methods
addressing impact problems has been an important endeavor in mechanical engineering,
computational science, and even computer animation. In contrast to smooth mechanics,
contact problems must deal with the singularities that collisions induce. Numerically
handling these discontinuities in a manner that respects the inequality conditions and
conserved quantities that are expected from the dynamics has been an important sci-
entific challenge. To this day, no solutions satisfying both physical expectations and
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computational constraints exist. Radically new approaches are most certainly necessary
to successfully address these issues.

Our novel approach for the numerical treatment of collisions is motivated by the
belief that the field theoretic (or multisymplectic) point of view traditionally adopted in
geometric mechanics can be key to the development of variational integrators for PDEs
involving contact. We propose a proper discretization of nonsmooth multisymplectic
variational mechanics to circumvent the numerical issues that have plagued previous
methods. In particular, we take advantage of recent algorithms such as Pandolfi, Kane,
Marsden, Ortiz [2002], Lew, Marsden, Ortiz, and West [2003], and Demoures, Gay-
Balmaz, and Ratiu [2014] that have already made progress in this direction.

Relevant background

Nonsmooth mechanics has a long history, beginning with the works of Johann (1710),
Bernoulli, (1724) Euler (1752), and Fourier (1798); see the excellent narrative of Curnier
[1999]. The modern treatment of describing the motion of a body in the presence of

unilateral contact (see Clarke [1990] for a concise exposition) has been largely based
on the work of Moreau and Rockafellar in nonsmooth convex analysis (Moreau [1962],
Moreau [1964], Moreau [1966], Rockafellar [1963], Rockafellar [1966]). The resulting
computational contributions to contact mechanics include Curnier [1993], Laursen and
Chawla [1997], Armero and Petocz [1998], Kane, Repetto, Ortiz, and Marsden [1999],
Pandolfi, Kane, Marsden, Ortiz [2002], Wriggers [2002], Laursen [2002], Laursen and
Love [2003], Cirak and West [2005], Wriggers and Laursen [2007], Johnson, Leyendecker,
and Ortiz [2014]; see Demoures, Gay-Balmaz, and Ratiu [2016] for an account of the
differences between these various methods.

Discrete variational mechanics has its roots in the optimal control literature of the
1960’s and in the discrete Lagrangian formalism from Veselov [1988], Moser and Veselov
[1991], Veselov [1991], which fits nicely within the variational framework. The varia-
tional view of discrete mechanics and its numerical implementation has been developed
in the past decade, see, e.g., Kane, Marsden, and Ortiz [1999], Marsden, Pekarsky, and
Shkoller [1999], Marsden and West [2001], Hairer, Lubich, Wanner [2006], Kharevych,
Weiwei, Tong, Kanso, Marsden, Schröder, and Desbrun [2006], and Kobilarov and
Marsden [2011]. The extension of this discrete variational framework to continuum
mechanics has been carried out in Marsden, Patrick, and Shkoller [1998] by means of
multisymplectic variational integrators. We refer to Demoures, Gay-Balmaz, and Ratiu
[2014], Demoures, Gay-Balmaz, Kobilarov, and Ratiu [2014] for the development of mul-
tisymplectic integrators on Lie groups and its application to geometrically exact beams.
Variational integrators for fluid dynamics have been developed and applied to several
fluid models in Pavlov, Mullen, Tong, Kanso, Marsden, Desbrun [2011], Gawlik, Mullen,
Pavlov, Marsden, Desbrun [2011], Desbrun, Gawlik, Gay-Balmaz, and Zeitlin [2014].

Contributions

In this paper, we introduce a field theoretic integrator for elastodynamic and friction-
less impact problems that combines a multisymplectic (spacetime) variational approach
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(Fetecau, Marsden, West [2003]) with optimization techniques to minimize the ac-
tion functional over impenetrability constraints (Clarke [1990] & Rockafellar and Wets
[1997]). Collisions are numerically handled via a generalized Lagrange multiplier ap-
proach for constrained optimization problems as formulated in Rockafellar and Wets
[1997]; we do not consider penalty methods or the theory of augmented Lagrangians in
this work. Based on the recent theoretical results in Demoures, Gay-Balmaz, and Ratiu
[2016], we develop a fully space-time variational formulation of both the continuous
and discrete settings, thus advancing further the vision originally outlined in Fetecau,
Marsden, West [2003]:

“Perhaps the most important task is to develop algorithms and a discrete mechanics
for nonsmooth multisymplectic variational mechanics and to take advantage of the
current algorithms (such as that of Pandolfi, Kane, Marsden, Ortiz [2002]) that
are already developing in this direction.”

Scope

We illustrate our contributions through two examples. We first simulate the longitu-
dinal impact of two one-dimensional elastic bars, a classical benchmark in the litera-
ture Hughes et al. [1975]; Taylor and Papadopoulos [1993]; Laursen and Chawla
[1997]; Cirak and West [2005]. We show that we can obtain prolonged contact without
ad-hoc treatment of the release time. We then demonstrate our approach on a three-
dimensional geometrically exact nonlinear beam model (based on Simo [1985]) colliding
with a rigid plate, where the initial conditions are given by the configuration and the
initial speed of the beam. Displacements of the non-linear beam in time are computed
through a multisymplectic Lie group variational integrator Demoures, Gay-Balmaz, and
Ratiu [2014], and the contact problem is formulated variationally through the introduc-
tion of a gap function. Both examples take full advantage of conservation laws of the
system.

Outline

In §2 below, we recall the multisymplectic description of nonsmooth continuum me-
chanics. We derive in §3 a variational integrator for nonsmooth continuum mechanics.
We illustrate our resulting time stepping algorithm in §4 through the simulation of a
longitudinal impact of two hyperlastic linear bar models. Two algorithms associated to
different discretizations of the bars, and their associated results for different physical
parameters, are presented. Then we consider in §5 the impact of a geometrically exact
nonlinear beam model with a fixed planar obstacle. We test the integrator by consider-
ing different speeds of impact, various element sizes ∆s of the mesh, and different time
steps ∆t.
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2 Field theoretic description of nonsmooth contin-

uum mechanics

In this section, we introduce the field theoretic description of contact problems between
two elastic objects. Two running examples are used throughout the exposition to il-
lustrate this framework: two elastic beams colliding, and a geometrically exact beam
colliding with a fixed plane.

2.1 Field theoretic description in the smooth case

We begin with a review of the main objects that are involved in the field theoretic
description of continuum mechanics in the smooth case. The configuration of an elastic
body is specified by a map φ defined over a domain U that is a subset of spacetime
X, with values into an embedding space M . Thus, the configuration field is formally
defined as:

φ : U ⊂ X → X ×M.

The spacetime X. Spacetime is of the form X = R×B 3 (t, s), where R corresponds
to the time component and B is the reference configuration of the elastic body. In this
paper, we limit our study to 1D+time problems, so B is chosen to be a compact interval
of R.

The spacetime domain U . The spacetime domain is a compact subset of X, usually
of the form U = [0, 1]×B. It is often useful to consider more general subsets U in order to
formulate conservation laws such as Noether’s theorem or the balance of configurational
forces. For the first example involving two beams of lengths LA and LB, we let U =
[0, 1] × ([0, LA] t [0, LB]). For the second example with a single beam of length L,
U = [0, 1]× [0, L] instead.

The space M of current configurations encodes the degrees of freedom needed to
describe the embedding of the body at each spacetime point. From the field theoretic
point of view, it corresponds to the fiber of a trivial fiber bundle X ×M 3 (t, s,m) 7→
(t, s) ∈ X over spacetime. For a one-dimensional elastic beam, the space M is thus the
real line R, see Fig. 4.1. For a geometrically exact beam, the space M is the special
Euclidean group SE(3), see Fig. 5.1.
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Figure 2.1: Domains U , UX , and M , along with the maps φX , φ and ϕ for 1D+time problems.

The configuration field φ. The configuration field φ : U → X×M is a smooth map
whose two components are denoted by

φ(τ, ς) = (φX(τ, ς), ϕ(φX(τ, ς))) =: ((t, s),m) ∈ X ×M. (2.1)

The first component

φX : U → UX := φX(U), with φX(τ, ς) = (t, s), (2.2)

is assumed to be a smooth embedding of U into X. The map φX is called the base space
configuration and encodes all possible reparameterizations of the spacetime domain U ;
it plays a crucial role in the discrete setting. The variations δφX of φX relative to (τ, ς)
are called horizontal variations.

The second component ϕ : φX(U) → M is a smooth map that describes the de-
formation of the elastic body. It is interpreted as a section of the trivial fiber bundle
U ×M → U . Its variations δϕ relative to (t, s) are called vertical variations.

In the example of the contact between the two beams we write

φ : U → U × R× R, ((τ, ς1), (τ, ς2)) 7→
(
(t, s1), (t, s2), ϕ1(t, s1), ϕ2(t, s2)

)
,

with (t, si) = φX(τ, ςi), i = 1, 2, and where we recall that U = [0, 1]× ([0, LA] t [0, LB]).
Thus M = R× R in this case. For the contact of a beam with a fixed plane, we have

φ : U → U × SE(3), (τ, ς) 7→
(
t, s, ϕ(t, s)

)
with (t, s) = φX(τ, ς) and U = [0, 1]× [0, L]. Thus M = SE(3) in this case.

Euler-Lagrange field equations, balance of energy and configurational forces.
The Lagrangian density associated to a 1D+time problem is of the form

L(t, s, ϕ, ∂tϕ, ∂sϕ) = L(t, s, ϕ, ∂tϕ, ∂sϕ)dt ∧ ds. (2.3)

The associated action functional is defined on a configuration field φ by

S(φ) :=

∫
φX(U)

L(t, s, ∂tϕ, ∂sϕ), (2.4)
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were ϕ and φX are given as in (2.1). Stationarity of the action S with respect to
variations δϕ (vertical variations) yields the Euler-Lagrange field equations

∂

∂t

∂L
∂ϕ̇

+
∂

∂s

∂L
∂ϕ′
− ∂L
∂ϕ

= 0, (2.5)

where, from now on, we use the notation ϕ̇ := ∂tϕ, ϕ′ := ∂sϕ. Stationarity of the action
S with respect to variations δφX (horizontal variations) yields both the balance of energy
and the balance of configurational forces :

∂L

∂t
+
∂

∂t

(
∂L

∂ϕ̇
ϕ̇

)
+

∂

∂s

(
∂L

∂ϕ′
ϕ̇

)
− dL

dt
= 0,

∂L

∂s
+

∂

∂s

(
∂L

∂ϕ′
ϕ′
)

+
∂

∂t

(
∂L

∂ϕ̇
ϕ′
)
− dL

ds
= 0.

(2.6)

These balance equations are a consequence of the Euler-Lagrange field equations along
smooth solutions, i.e., a smooth solution of (2.5) necessarily verifies (2.6). Equivalently,
this means that the horizontal equations are implied by the vertical equations; see Lew,
Marsden, Ortiz, and West [2003](§5.3), for a proof. However, this is no longer true
along nonsmooth solutions and in the discrete case. Considering horizontal variations
will become crucial in these cases, as illustrated later in Theorems 2.1 and 3.1.

2.2 Field theoretic setting for nonsmooth problems

While the Euler-Lagrange field equations and the balance equations characterize the
critical points of the action functional S defined on a space C of smooth configurations,
the treatment of nonsmooth problems requires first and foremost an appropriate space
of configurations with singularities. We follow the approach taken in Fetecau, Marsden,
West [2003].

Configuration spaces CI and CII. Assume a codimension one submanifold D ⊂ U ,
called the singularity submanifold, across which the field φ may have singularities. The
space CI of configurations which are continuous but nonsmooth on D is defined by

CI :=
{
φ : U → X ×M | φX : U → X is a smooth embedding,

φ is C0 in U and of class C2 in U\D
}
.

(2.7)

This space of configuration is used, for example, to describe the motion of a geometrically
exact beam model with impact on a plane, see Fig. 5.1.

For the collision of two elastic beams (see Fig. 4.1), another configuration space CII

is needed. Recall that, in this case, U = [0, 1] × ([0, LA] t [0, LB]). The singularity
submanifold is thus given by D = D1 t D2 with D1 a codimension one submanifold of
[0, 1] × [0, LA] and D2 a codimension one submanifold of [0, 1] × [0, LB]. The space of
configuration fields is now defined by

CII :=
{
φ : U → X ×M | φX : U → X is a smooth embedding,

φ is C0 in U and of class C2 in U\D and φ(D1) = φ(D2)
}
.

(2.8)
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Note that the configuration field φ ∈ CII contains two maps φ1 := φ|U1 and φ2 :=
φ|U2 , where U1 := [0, 1] × [0, LA], U2 := [0, 1] × [0, LB]. These maps correspond to the
configuration of each of the two elastic bodies.

The domain DX where the deformation ϕ (see Def. (2.1)) may have singularities, is
given by

DX := φX(D). (2.9)

The action functional Sns. Given a Lagrangian density L(t, s, ϕ, ∂tϕ, ∂tϕ), the ac-
tion functional is given exactly as in the smooth case by (2.4)—except that now, it is
defined on one of the two configuration spaces CI and CII.

The inequality constraints Ψ. The impenetrability constraint C between the two
bodies is described via continuously differentiable functions Ψ = (ψ1, ..., ψs) : M → R

s,
as C = Ψ−1(P ), with P := {(d1, ..., ds) ∈ Rs | d1 ≤ 0, ..., ds ≤ 0}, where we assume that
0 is a regular value of Ψ. The contact submanifold ∂C is defined by

∂C := Ψ−1(0). (2.10)

Although a general treatment is possible, we assume, for simplicity, that M = R
p and it

is endowed with the standard inner product, and that C is the closure of an open subset
of M . Note that the inequality constraints act on the vertical trajectories ϕ (described
by Euler-Lagrange equations (2.5)), and not on the horizontal trajectories φX (balance
of energy and of configurational forces (2.6)).

2.3 Generalized Lagrange multipliers

We now provide the necessary conditions for the critical configurations φ of the action
functional Sns(φ), subject to the constraints ϕ(t, s) ∈ C for all (t, s). These conditions
are obtained via the generalized Lagrange multiplier approach to enforce inequality con-
straints (see, e.g., Clarke [1983], Moreau [1988], Rockafellar [1993], Rockafellar and Wets
[1997]). Following Demoures, Gay-Balmaz, and Ratiu [2016] (Theorem 3), we find:

Theorem 2.1 Consider a Lagrangian density L = L(t, s, ϕ, ∂tϕ, ∂sϕ), with the same
assumptions on the impenetrability constraint C = Ψ−1(P ) as in §2.2. If φ is a critical
point of Sns(φ) relative to the “basic constraint qualification”1, then:

• Away from the singularity, the field φ satisfies the Euler-Lagrange field equations
(2.5), i.e.,

∂

∂t

∂L
∂ϕ̇

+
∂

∂s

∂L
∂ϕ′
− ∂L
∂ϕ

= 0 on UX\DX (2.11)

together with the balance of energy and configurational forces (2.6) on UX\DX .

• At the singularity DX , the field φ verifies the following two conditions:

1See in p. 198 Rockafellar [1993] for the definition of the “basic constraint qualification”, which is
close in spirit to the linear independence condition on the vectors {∇ψl}l=1,...,s.
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(a) the vertical jump condition

s
∂L

∂ϕA,µ
(x)

{
Nµ(x) =

s∑
l=1

�l(x)ψl,A(ϕ(x)), for all A, on DX , (2.12)

where �l(x) < 0 if x ∈ DX and ψl(ϕ(x)) = 0. Elsewhere, we have �l(x) = 0.
Here

∑s
l=1 �l(x)ψl,A(ϕ(x)) is the normal cone at ϕ(x) obtained through the gra-

dient of the constraints acting on the vertical trajectories.

(b) the horizontal jump condition

s
Lδµν −

∂L

∂ϕA,µ
ϕA,ν

{
Nµ = 0, for all ν, on DX (2.13)

which imposes the conservation of energy and of configurational forces at the
time and position of contact.

In Eqs. (2.12) and (2.13), index µ runs over all the spacetime coordinates t and s in
X while index A enumerates the coordinates of the embedding space M . The notation
Nµ refers to the normal vector field to the singularity submanifold DX , and the jump J·K
is defined as the difference between the values on each side of the singularity submanifold
DX

2. We refer to Fetecau, Marsden, West [2003] and Demoures, Gay-Balmaz, and Ratiu
[2016] for the derivation of these jump terms in the unconstrained and constrained cases.

3 Variational integrators for nonsmooth mechanics

We now derive a variational integrator for nonsmooth continuum mechanics based on
a discrete version of the variational formulation presented above. This integrator can
be seen as an extension of several earlier variational integrators: in the absence of con-
straints, the resulting numerical scheme recovers the multisymplectic integrator derived
in Marsden, Patrick, and Shkoller [1998]; in the particular case of classical nonsmooth
mechanics (i.e., when spacetime reduces to time), our integrator recovers the variational
integrator for collisions of Fetecau, Marsden, Ortiz, West [2003].

Besides the use of the generalized Lagrangian multiplier approach in the discrete
variational setting, a crucial aspect of our approach is also to consider the variations
of the spacetime mesh (i.e., discrete horizontal variations), since this naturally yields
an additional equation for energy conservation during the impact. Note that discrete
horizontal variations have also been considered, for instance, in Lew, Marsden, Ortiz,
and West [2003] to construct asynchronous variational integrators.

2More precisely, given two 2-forms α± ∈ Ωn
(
U±X

)
, the associated jump is defined by JαK (x) :=

α+(x) − α−(x), for x ∈ DX , where the one-dimensional submanifold DX is oriented according to the
orientation inherited from the boundary orientation of ∂U+

X , via Stokes’ theorem. Let dvDX
be the line

element on DX induced by the Riemannian area form on UX . Therefore, there is a smooth function f
on DX such that JαK = JfK dvDX

.
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3.1 Discrete field theoretic description

We now consider a discretization of the field theoretic setting of §2.2 based on a rect-
angular spacetime grid. The discrete version of the spacetime domain U is Ud =
{0, ..., N} × {0, ..., A}, where N + 1 and A + 1 are the number of temporal and spa-
tial grid points, respectively. We denote by �ja the rectangle given by the four pairs of
indices

�ja := ((j, a), (j + 1, a), (j, a+ 1), (j + 1, a+ 1))

for j = 0, ..., N − 1 and a = 0, ..., A− 1. The set of all such rectangles is denoted U�d .
The discrete configuration is the map

φd : Ud → X ×M (3.1)

(j, a) 7→ φja := φd(j, a) =
(
φXd

(j, a), ϕd(φXd
(j, a))

)
, (3.2)

where φXd
: Ud → X, (j, a) 7→ (j∆t, a∆s), called the discrete base-space configuration,

encodes the current grid configuration, see Fig. 3.1. In the discrete setting, it is crucial
to select an appropriate class of allowable discrete base space configuration φXd

. Note
that the knowledge of the discrete configuration φd induces the couple of maps (φXd

, ϕd).

0 A

N

0 L

T

Ud UXd

M

φ
Xd

φd φd

Figure 3.1: Finite-dimensional domains Ud, UXd
, and M , along with the maps φXd

, φd, and ϕd used
for a 1D+time impact problem.

The discrete configuration spaces CI
d. In the discrete nonsmooth case, the discrete

version of the domain U is Ud = {0, ..., i− 1, ı̃, i, ..., N} × {0, ..., A}, where ı̃ is the time
index of the contact time. Given fixed space and time steps ∆s and ∆t, the discrete
base space configuration φXd

: Ud → X = [0, T ]× [0, L] is defined by

φXd
(j, a) = (j∆t, a∆s) =: (tj, sa) ∈ X

φXd
(̃ı, a) = (t̃, a∆s) =: (t̃, sa) ∈ X, with (i− 1)∆t ≤ t̃ < i∆t.

(3.3)

The first equality indicates that we impose the spacetime sampling to be at least a
rectangular grid. The second equality involves the time of contact t̃ which falls between
two regular time steps. It can also be equivalently given by a parameter α ∈ [0, 1[ such
that t̃ := αti + (1− α)ti−1. This is the only additional degree of freedom allowed on the
spacetime mesh, and it will be used to get horizontal variations.
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The set of all discrete configurations φd : Ud → X × M with a discrete base
space configuration of the form (3.3) is denoted CI

d. In addition to the rectangles

�ja = ((j, a), (j + 1, a), (j, a + 1), (j + 1, a + 1)), we also denote by �i−1
a and �̃a the

rectangles given by

�i−1
a : = ((i− 1, a), (̃ı, a), (i− 1, a+ 1), (̃ı, a+ 1))

�̃a : = ((̃ı, a), (i, a), (̃ı, a+ 1), (i, a+ 1)).

Finally, we denote by ϕja and ϕ̃a the values of the field at the spacetime nodes (j, a) and
(̃ı, a).

The constraint C = Ψ−1(P ) on the discrete field then reads

ϕja ∈ C, ∀(j, a) ∈ Ud (3.4)

and
u ∈ Ud, φd(u) ∈ ∂C ⇒ u = (̃ı, a). (3.5)

A node a such that φd(̃ı, a) ∈ ∂C = Ψ−1(0) is said to be in contact at time t̃; we also
assign time t̃ to all the other spatial nodes to enforce multisymplecticity. We thus define
the subset

Dd := {ı̃} × {0, ..., A} ⊂ Ud (3.6)

of all the spacetime coordinates of the nodes at the contact time t̃. (Note that Dd is not
the discrete analogue of the singularity subset D in the continuous case.)

The discrete configuration spaces CII
d . In the case of the longitudinal impact of

two colliding beams, the discrete version of the domain U has now the form

Ud = {0, ..., i− 1, ı̃, i, ..., N} × ({0, ..., A} t {0, ..., B}) 3 (j, a, b).

The associated rectangles are denoted �ja, �̃a and �jb, �̃b. The subset Dd becomes
Dd := {ı̃} × ({0, ..., A} t {0, ..., B}). A discrete configuration is given, as before, by a
map

φd : Ud → X ×M,

where X = [0, T ]× ([0, LA] t [0, LB]).
Given fixed space and time steps ∆s and ∆t, the discrete base space configuration

φXd
: Ud → X is defined by

φXd
(j, a, b) = (j∆t, a∆s, b∆s) =: (tj, sa, sb) ∈ X

φXd
(̃ı, a, b) = (t̃, a∆s, b∆s) ∈ X, with ti−1 ≤ t̃ < ti.

(3.7)

The first equality indicates that we impose a rectangular spacetime grid of samples for
each body. The second equality involves the time of contact of the two bodies. As
before, this time of contact can be equivalently written as a parameter α ∈ [0, 1[ such
that t̃ = αti + (1− α)ti−1.

Let CII
d be the set of all discrete configurations φd : Ud → X × M with discrete

base space configuration of the form (3.7). It is convenient to also define the discrete
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parameter spaces U1d = {0, ..., N} × {0, ..., A}, U2d = {0, ..., N} × {0, ..., B}, and the
subsets D1d = {ı̃} × {0, ..., A}, D2d = {ı̃} × {0, ..., B}, so that Ud = U1d ∪ U2d and
Dd = D1d ∪D2d. In the case of the collision of two bodies, the constraint on the discrete
field is induced by a constraint subset C ⊂M ×M . The constraint on the field is given
by (

ϕja, ϕ
j
b

)
∈ C, for all (j, a, b) ∈ Ud (3.8)

and (
ϕja, ϕ

j
b

)
∈ ∂C ⇒ (j, a, b) ∈ Dd, i.e., j = ı̃. (3.9)

(j,a-1)

(j+1,a-1)

(j,a)

(j+1,a)

(j-1,a) (j-1,a+1)

(j,a+1)

(j+1,a+1)

(j-1,a-1)

N

0

N-1
tim

e

A

i-1

i

0A

N

B

Ti
m
e

0

N

i-1

i

i-1

iU1d U2d
Figure 3.2: Left: the rectangles �ja,�

j−1
a ,�ja−1,�

j−1
a−1. Middle: configuration space CI

d, with Ud and
the discrete spacetime contact sets Dd (yellow), where the nodes in contacts are marked with a bold
point. Right: configuration space CII

d , with Ud = U1d ∪ U2d and the discrete spacetime contact sets
Dd = D1d ∪D2d (yellow).

The discrete action functional Sns
d . The discrete Lagrangian is constructed such

that the following approximation holds

Ld(�ja, ϕja, ϕj+1
a , ϕja+1, ϕ

j+1
a+1) ≈

∫
�j

a

L(t, s, ϕ(t, s), ∂tϕ(t, s), ∂sϕ(t, s)) dt ∧ ds,

where ϕ : X →M is a smooth map interpolating the field values (ϕja, ϕ
j+1
a , ϕja+1, ϕ

j+1
a+1).

Let us consider the case of the discrete configuration space CI
d; the case of CII

d is
similar. We define Lja := Ld(�ja, ϕja, ϕj+1

a , ϕja+1, ϕ
j+1
a+1) away from the contact time. Near

the contact time, we define

Li−1
a := Ld(�i−1

a , ϕi−1
a , ϕ̃a, ϕ

i−1
a+1, ϕ̃a+1) and L̃a := Ld(�̃a, ϕ̃a, ϕia, ϕ̃a+1, ϕ

i
a+1).

The discrete action functional is then

Sns
d (φd) =

i−2∑
j=0

A−1∑
a=0

Lja +
A−1∑
a=0

Li−1
a +

A−1∑
a=0

L̃a +
N−1∑
j=i

A−1∑
a=0

Lja, (3.10)

where we note that the dependence of Sns
d on φXd

arises through the explicit dependence
of Ld on �ja. We proceed similarly for the discrete configuration space CII

d .

3.2 Generalized Lagrange multipliers in the discrete setting

We now explicitly provide the necessary conditions on φd to be a critical point of Sns
d

with respect to the constraints (3.4) and (3.5) following Demoures, Gay-Balmaz, and
Ratiu [2016] (Theorems 5 and 7). We focus on the configuration space CI

d, the case of
CII
d being similar.
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Theorem 3.1 Consider a discrete Lagrangian Ld(�ja, ϕja, ϕj+1
a , ϕja+1, ϕ

j+1
a+1) and the as-

sociated discrete action functional Sns
d defined in (3.10). If φd = (φXd

, ϕd) is a critical
point of Sns

d relative to the constraints (3.4) and (3.5) which verify the hypotheses of
Theorem 2.1, then:

• Away from the contact time, the fields φXd
and ϕd satisfy the discrete Euler-

Lagrange (DEL) field equations

D1Lja +D2Lj−1
a +D3Lja−1 +D4Lj−1

a−1 = 0, for all (j, a) ∈ Ud\Dd, (3.11)

where Di means derivative with respect to the ith component of the Lagrangian.

• At the contact time, the fields φXd
and ϕd verify the following conditions:

(a) energy conservation at the contact time

A−1∑
a=0

(Dt̃Li−1
a −Dt̃L̃a) = 0, (3.12)

(b) vertical discrete jump condition

D1L̃a +D2Li−1
a +D3L̃a−1 +D4Li−1

a−1 =
s∑
l=1

(�l)a∇ψl(ϕ̃a), (3.13)

for all a = 0, ..., A, where (�l)a < 0 if (j, a) ∈ D̃d and ψla(ϕ̃a) = 0. Elsewhere
we have (�l)a = 0.

3.3 Discrete Noether’s theorem

It is well known in field theory that for each symmetry of the Lagrangian density there
is an associated conservation law; this statement is Noether’s theorem. We now recall
(following Demoures, Gay-Balmaz, and Ratiu [2014]) that such a theorem still holds in
the discrete field theoretic context, even in the nonsmooth setting.

Let us consider a symmetry Lie group G. We denote by m ∈ M 7→ g ·m ∈ M the
action of the Lie group element g ∈ G on the embedding space M . This action induces
an action of the Lie algebra g of G, denoted by m 7→ ξ ·m, for ξ ∈ g. With this action,
there are four naturally associated discrete momentum maps

JkL(�ja) := JkL(�ja, ϕ
j
a, ϕ

j+1
a , ϕja+1, ϕ

j+1
a+1) ∈ g∗, k = 1, ..., 4, (3.14)

where g∗ is the dual space to g. These momentum maps are defined for ξ ∈ g by

〈
J1
L(�ja), ξ

〉
=

〈
∂Ld
∂ϕja

, ξ · ϕja
〉
,

〈
J2
L(�ja), ξ

〉
=

〈
∂Ld
∂ϕj+1

a

, ξ · ϕj+1
a

〉
,

〈
J3
L(�ja), ξ

〉
=

〈
∂Ld
∂ϕja+1

, ξ · ϕja+1

〉
,

〈
J4
L(�ja), ξ

〉
=

〈
∂Ld
∂ϕj+1

a+1

, ξ · ϕj+1
a+1

〉
.
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We say that the discrete Lagrangian is invariant under the action of G if

Ld
(
�ja, g · ϕja, g · ϕj+1

a , g · ϕja+1, g · ϕ
j+1
a+1

)
= Ld

(
�ja, ϕ

j
a, ϕ

j+1
a , ϕja+1, ϕ

j+1
a+1

)
∀g ∈ G.

The discrete version of Noether’s theorem (see Theorem 4.1 in Demoures, Gay-
Balmaz, and Ratiu [2014]) asserts that if the discrete Lagrangian Ld is invariant under
the action of G and if φd satisfies the necessary conditions of Theorem 3.1, then

∑
�;�

⋂
(∂U ′�d ∪D′d) 6=∅

 ∑
k;�(k)∈∂U ′d∪D′d

JkLd
(
�(k)

) = 0,

for any subdomain U ′d ⊂ Ud and where D′d := Dd ∩ U ′d. To this “field theoretic” version
of Noether’s theorem, there is an associated “classical” Noether’s theorem, written in
terms of JkLd as

J−(ϕj,ϕj+1) := −
A−1∑
a=0

J1
Ld(�ja) + J3

Ld(�ja) = constant,

J+(ϕj,ϕj+1) :=
A−1∑
a=0

J2
Ld(�ja) + J4

Ld(�ja) = constant,

(3.15)

where ϕj :=
(
ϕj0, ϕ

j
1, . . . , ϕ

j
A

)
. We refer to Section 3.3 in Demoures, Gay-Balmaz,

and Ratiu [2014] (for a triangular mesh) and Section 5.1 in Demoures, Gay-Balmaz,
and Ratiu [2016] for a detailed description of the field theoretic and classical discrete
Noether’s theorems for variational integrators.

4 Longitudinal impact of two hyperelastic bars

The first illustration of the techniques presented above is the longitudinal impact of two
hyperlastic bars.

4.1 Continuous field theoretic setting

We consider the longitudinal impact of two one-dimensional elastic bars, see Fig. 4.1.
The deformations of the two bars are described by the two maps (ϕ1, ϕ2) : [0, T ] ×
{[0, LA] ∪ [0, LB]} → R. The configuration space for this problem is CII, as defined in
(2.8).

0 LA LB0

Figure 4.1: Two one-dimensional beams about to collide.

The two bars are characterized by their unstretched lengths LA, LB [m] (for simplic-
ity, we assume the unstretched length to be equal to the length of the parametrization
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interval), their masses MA, MB [kg/m], their Young modulus EA, EB [N/m2], and their
cross-sections SA, SB [m2]. We choose SA = SB =: S. We assume that both bars are
homogeneous and hyperelastic, with stored energy function given by 1

2
EAS|ϕ′1− 1|2 and

1
2
EBS|ϕ′2 − 1|2. The equations of motion are obtained by applying Hamilton’s principle
δS = 0, for the action functional

S(ϕ) =

∫ T

0

∫ LA

0

LA(ϕ1, ϕ̇1, ϕ
′
1)dsdt+

∫ T

0

∫ LB

0

LB(ϕ2, ϕ̇2, ϕ
′
2)dsdt

with Lagrangians

LA(ϕ, ϕ̇, ϕ′) =
1

2
MA|ϕ̇|2 −

1

2
EAS|ϕ′ − 1|2 =: KA(ϕ̇)− ΦA(ϕ′), (4.1)

and a similar expression for LB. The impenetrability constraint reads

ψ(t, s1, s2, ϕ1, ϕ2) = ϕ2 − ϕ1 > 0. (4.2)

In the absence of contact, the Euler-Lagrange equations yield the standard equations:

MAϕ̈1 − EASϕ′′1 = 0, MBϕ̈2 − EBSϕ′′2 = 0.

4.2 Variational integrator for the impact of two bars

We now apply the approach developed in §3 to the impact of two elastic bars, i.e., for the
configuration space CII

d . We approximate Eq. (4.1) by the following discrete Lagrangian
of order 2, obtained by the generalized trapezoidal rule

Lja =
1

2
∆tj∆sa

(
KA(vja) +KA(vja+1)−

(
ΦA(eja) + ΦA(ej+1

a )
))

=
1

4
∆tj∆saMA

(ϕj+1
a − ϕja

∆tj

)2

+

(
ϕj+1
a+1 − ϕ

j
a+1

∆tj

)2
 (4.3)

− 1

4
∆tj
EAS
∆sa

(
(ϕja+1 − ϕja −∆sa)

2 + (ϕj+1
a+1 − ϕj+1

a −∆sa)
2
)
,

where we used the expressions

vja :=
ϕj+1
a − ϕja

∆tj
, eja :=

ϕja+1 − ϕja
∆sa

.

The spacings ∆sa = `A := LA/A and ∆sb = `B := LB/B (for the first, resp. second,
bar) are assumed to be constant. The time step sizes ∆tj are constant away from the
contact time t̃ due to our choice of discrete base space configuration (3.7). We thus use
the following notation for the time steps:

∆tj :=

{
∆t if j /∈ {i− 1, ı̃}
t̃− ti−1 if j = i− 1

and ∆t̃ := ti − t̃. (4.4)
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By the choice of the discrete Lagrangian (4.3), each bar is discretized as a mass-
spring system with, respectively, stiffness coefficients kA := EAS/`A and kB := EBS/`B
[N/m], for `A [m] and `B [m]. The contact between the extremities ϕA and ϕ0 of the
two beams (see Fig. 4.1), occurs at time t̃ when ϕ0 − ϕA = 0.

By Theorem 3.1 (corresponding to Theorems 5 and 7 in Demoures, Gay-Balmaz, and
Ratiu [2016], for the two cases), appropriately modified to treat the case of two elastic
bodies , we obtain the following discrete equations:

(i) The DEL field equations away from the contact time{
2`AMA

(
vja − vj−1

a

)
− (∆tj−1 + ∆tj)EAS

(
eja − e

j
a−1

)
= 0,

2`BMB

(
vjb − v

j−1
b

)
− (∆tj−1 + ∆tj)EBS

(
ejb − e

j
b−1

)
= 0,

(4.5)

for all j ∈ {1, ..., N − 1}, a ∈ {1, ..., A− 1}, and b ∈ {1, ..., B − 1}.

(ii) The discrete zero traction boundary conditions at a = 0 and a = A{
∆s1M1

(
vj0 − v

j−1
0

)
− (∆tj−1 + ∆tj)EAS

(
ej0 − 1

)
= 0,

∆s1M1

(
vjA − v

j−1
A

)
− (∆tj−1 + ∆tj)EAS

(
1− ejA−1

)
= 0,

(4.6)

for all j ∈ {1, ..., i − 1, i, ..., N − 1}. The first equation is also valid for j = ı̃.
Similar boundary conditions are set at b = 0 and b = B.

(iii) At the contact time j = ı̃, we obtain

(a) The vertical discrete jump conditions at a = A and b = 0[
`A
2
MA

(
−ṽA + vi−1

A

)
−∆t EAS (ẽA − 1)

`B
2
MB

(
−ṽ0 + vi−1

0

)
+ ∆t EBS (ẽ0 − 1)

]
= �A,0

[
−1
1

]
, (4.7)

where we modified Eq. (3.13), to take into account the discrete boundary
conditions (4.6). When a 6= A, and b 6= 0 the jump conditions are given by
(4.5) and (4.6).

(b) The horizontal discrete jump condition associated to the time component
variations, giving the energy conservation during the impact:

A−1∑
a=0

(
Ei−1
a − Ẽa

)
+

B−1∑
b=0

(
Ei−1
b − Ẽb

)
= 0, (4.8)

where Ej
a := −DtjLja is the energy.

4.3 Numerical tests for two colliding 1D bars

We now present numerical results to validate our approach and compare it to existing
methods. In particular, we show that a slight change in the way we handle extremities
can dramatically improve the numerical behavior of the simulation.
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4.3.1 First discretization of the two bar collision problem

Algorithm. An outline of the simulation algorithm during contact is given below. We
note that the principle of the algorithm is quite simple. First, we determine the time of
contact. We then apply Theorem 3.1 in order to get the position after contact and the
force of reaction at contact.

Contact time integrator 1

(1) If ψ(tj+1, sA, s0, ϕ
j+1
A , ϕj+1

0 ) < 0, compute α∆t, α ∈ [0, 1], such that t̃ = tj + α∆t and
ψ(tj + α∆t, sA, s0, ϕ̃A, ϕ̃0) = 0, via Eq. (4.5) and (4.6)

(2) Compute ϕ̃a, and ϕ̃b, for all a and b, via Eq. (4.5) and (4.6)

(3) Compute ϕia and ϕib, after contact, when a 6= A and b 6= 0

(4) Solve the system of equations (4.7) and (4.8) to compute �A,0, ϕiA, and ϕi0

(5) Update tj = (j + α)∆t, tj+1 = (j + 1)∆t, ϕja = ϕ̃a, ϕj+1
a = ϕia, ϕjb = ϕ̃b, and ϕj+1

b = ϕib

Results. In Fig 4.2 below, we present the result of our algorithm (4.5)-(4.8) with the
discrete Lagrangian from (4.3), for the longitudinal impact of two identical and non-
identical bars with various values for lengths, densities, Young moduli, discretizations,
and speeds of impact. In each case, we observe that the energy is conserved during and
after the impact within 0.0001% of the original energy. However, we observe rapid and
spurious-looking velocity oscillations during the persistent contact phase as the beams
rapidly “bounce off” of each other. While these fine-scale oscillations are to be expected
when modeling fully elastic contact of a hyperelastic material model through discrete
masses, capturing instead the prolonged contact at a macroscopic scale where the two
bar tips remain temporarily “glued” until separation is often desirable. Below, we show
that this variant can be achieved by modifying the discrete Lagrangian density near the
extremities of the bars, allowing us to obtain a time-averaged velocity while preserving
the geometric variational character of our algorithm.

4.3.2 Modified discretization of the two-bar collision problem

We modify the discretization of the bars and the integration steps in order to produce a
prolonged contact between the bars for a time period corresponding to the wave propa-
gation to the end the bars and its reflection, i.e., the time necessary for the wave front to
emanate from the initial contact in the direction of the extremity of the bar and return
to the contact surface—as already studied for small values of the Young modulus E in
Hughes et al. [1975], Taylor and Papadopoulos [1993], and Cirak and West [2005].
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Figure 4.2: From left to right: displacement, speeds of the nodes in contact, total energy, and relative
energy error, for ∆t = 0.015 s and T = 40 s. From top to bottom: 1) LA = LB = 10, MA = MB = 1,
EA = EB = 1, `A = `B = 0.2, v1 = −0.1, v2 = 0.1; 2) LA = LB = 10, MA = 1, MB = 5, EA = EB = 1,
`A = `B = 0.2, v1 = −0.1, v2 = 0.1; 3) LA = LB = 10, MA = MB = 1, EA = 1, EB = 5, `A = `B = 0.2,
v1 = −0.1, v2 = 0.1; 4) LA = 10, LB = 5, MA = MB = 1, EA = EB = 1, `A = `B = 0.2, v1 = −0.1,
v2 = 0.1; 5) LA = LB = 10, MA = MB = 1, EA = EB = 1, `A = 0.2, `B = 5, v1 = −0.1, v2 = 0.1; 6)
LA = LB = 10, MA = MB = 1, EA = EB = 1, `A = `B = 0.2, v1 = −1, v2 = 0.
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Modified Lagrangian. Assume that the discrete Lagrangians on the rectangles �jA−1,

and �j0 were given by

LjA−1 =
1

4
`AMA

{
(ϕj+1
A−1 − ϕ

j
A−1)2

∆tj
+

(ϕj+1
A − ϕjA)2

∆tj

}

− 1

4
∆tjkA

{(
ϕjA − ϕ

j
A−1 − `A

)2

+
(
ϕj+1
A − ϕj+1

A−1 − `A
)2
}
,

Lj0 =
1

4
`BMB

{
(ϕj+1

0 − ϕj0)2

∆tj
+

(ϕj+1
1 − ϕj1)2

∆tj

}

− 1

4
∆tjkB

{(
ϕj1 − ϕ

j
0 − `B

)2

+
(
ϕj+1

1 − ϕj+1
0 − `B

)2
}
,

(4.9)

where kA := EAS/`A and kB := EBS/`B are two arbitrary spring stiffness coefficients.
We decompose these two elements and their springs by adding nodes A− and 0+

respectively into the intervals ]A − 1, A[ and ]0, 1[, thus decomposing the two springs
into four springs. In order to induce the same potential energy, we adapt the stiffness
coefficients, i.e., the spring with stiffness coefficient kA is replaced by two springs, with
stiffness coefficients kA1, kA2 and lengths `A1, `A2, which verify

`A
kA

=
`A1

kA1

+
`A2

kA2

. (4.10)

We proceed in the same manner with the spring of stiffness kB.
Now, by adding the nodes A− and 0+ and modifying the springs but not their masses,

we define two new Lagrangians L j
A−1 and L j

0 as

L j
A−1 :=

1

4
`AMA

{
(ϕj+1
A−1 − ϕ

j
A−1)2

∆tj
+ 0 +

(ϕj+1
A − ϕjA)2

∆tj

}

− 1

4
∆tj

j+1∑
i=j

{
kA1

(
ϕiA− − ϕiA−1 − `A1

)2
+ kA2

(
ϕiA − ϕiA− − `A2

)2}
= LjA−1,

L j
0 :=

1

4
`BMB

{
(ϕj+1

0 − ϕj0)2

∆tj
+ 0 +

(ϕj+1
1 − ϕj1)2

∆tj

}

− 1

4
∆tj

j+1∑
i=j

{
kB1

(
ϕi0+ − ϕi0 − `B1

)2
+ kB2

(
ϕi1 − ϕi0+ − `B2

)2}
= Lj0.

(4.11)

Next, we replace the mass matrices
[
MA 0 MA

]
and

[
MB 0 MB

]
by the mass

matrices
[
MA MA 0

]
and

[
0 MB MB

]
, respectively, making the nodes in contact
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massless, thus “virtual”. We then get the new Lagrangians LjA−1 and L
j
0

L
j
A−1 :=

1

4
`AMA

{
(ϕj+1
A−1 − ϕ

j
A−1)2

∆tj
+

(ϕj+1
A− − ϕjA−)2

∆tj
+ 0

}

− 1

4
∆tj

j+1∑
i=j

{
kA1

(
ϕiA− − ϕiA−1 − `A1

)2
+ kA2

(
ϕiA − ϕiA− − `A2

)2}
,

L
j
0 :=

1

4
`BMB

{
0 +

(ϕj+1
0+ − ϕj0+)2

∆tj
+

(ϕj+1
1 − ϕj1)2

∆tj

}

− 1

4
∆tj

j+1∑
i=j

{
kB1

(
ϕi0+ − ϕi0 − `B1

)2
+ kB2

(
ϕi1 − ϕi0+ − `B2

)2}
,

(4.12)

where the potential energy and the total mass have not changed, we only slightly
changed the physical discretization of the bars near their tips.

Modified integrator. Away from a contact, the DEL equations at a = A − 1 and
a = A− become{

2`AMA

(
vjA−1 − v

j−1
A−1

)
− (∆tj−1+ ∆tj)S

[
EA1(ejA−1 − 1)− EA(ejA−2 − 1)

]
= 0,

`AMA

(
vjA− − v

j−1
A−

)
+ (∆tj−1 + ∆tj)S EA1(ejA−1 − 1) = 0,

(4.13)

where ejA−1 =
(
ϕjA− − ϕ

j
A−1

)
/`A1. Similar equations hold at nodes b = 0+ and b = 1.

These equations thus define our integrator when there is no contact.

When a contact happens, we must proceed as follows:

• At time t̃1 denoting the beginning of the prolonged contact, we get from (3.13) by
taking into account the fact that the nodes in contact have no mass that

1

2
kA
(
∆ti−1+ ∆t̃1

)
(ϕ̃A − ϕ̃A− − `A2) =

1

2
kB
(
∆ti−1+ ∆t̃1

)
(ϕ̃0+ − ϕ̃0 − `B1) = �̃.

(4.14)

Since ϕ̃A − ϕ̃A− − `A2 = ϕ̃0+ − ϕ̃0 − `B1 = 0, we get �̃ = 0. (We get a similar result
at the end of the prolonged contact, at time denoted t̃2.)

Integration is then obtained via Theorem 3.1, where the energy preservation men-
tioned in Eq. (3.12) now reads:

A−2∑
a=0

Ei−1
a + E

i−1
A−1 + E

i−1
0 +

B−1∑
b=1

Ei−1
b −

A−2∑
a=0

Ẽa −
B−1∑
b=1

Ẽb (4.15)

− 1

4
`AMA

{
(ϕiA−1 − ϕ̃A−1)2

(∆t̃1)2
+

(ϕiA− − ϕ̃A−)2

(∆t̃1)2

}
− 1

4
`BMB

{
(ϕi0+ − ϕ̃0+)2

(∆t̃1)2
+

(ϕi1 − ϕ̃1)2

(∆t̃1)2

}
− 1

4

{
kA1 (ϕ̃A− − ϕ̃A−1 − `A1)

2
+ kB1 (ϕ̃0+ − ϕ̃0 − `B1)

2
+ kAB (ϕ̃0+ − ϕ̃A− − `AB)

2
}

− 1

4

{
kA1

(
ϕiA− − ϕiA−1 − `A1

)2
+ kB1

(
ϕi0+ − ϕi0 − `B1

)2
+ kAB

(
ϕi0+ − ϕiA− − `AB

)2}
= 0,

where we used Ej
a := −DtjLja, in a = 0, 1,..., A− 2 and E

j
A−1 := −DtjL

j
A−1, and for

`AB = (`A2 + `B1), `AB/kAB = `A2/kA2 + `B1/kB1, and kAB := EABS/`AB.
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• During the prolonged contact (i.e., between time t̃1 and a time we denote t̃2), we can
identify nodes A and 0, that is, the element with extremities A− and A of the first
bar and extremities 0 and 0+ of the second bar are treated as one single element of
the discretization since �̃ = 0 there.

Updating the node positions is then given by (4.5) for all j ∈ {1, ..., N − 1}, a ∈
{1, ..., A− 2}, and b ∈ {2, ..., B− 1}, and by (4.6) at a = 0 and b = B. For the node
a = A− 1 the update is given by (4.13), and for a = A− we get

2`AMA

(
vjA− − v

j−1
A−

)
− (∆tj−1 + ∆tj)S

[
EAB

(
ejA− − 1

)
− EA1

(
ejA−1 − 1

)]
= 0,

(4.16)
where ejA− =

(
ϕj0+ − ϕ

j
A−

)
/`AB. Similar equations hold at the nodes b = 0+. Note

that the intensity of the reaction force � is obtained by calculating the compression
of the spring between A− and 0+.

• The end of the prolonged contact happens as soon as |ϕjA−−ϕ
j
0+| ≤ `AB and |ϕj+1

A− −
ϕj+1

0+ | ≥ `AB. When this separation occurs, we calculate its exact time t̃2 = tj +α∆t
when the contact ends, corresponding to the time when |ϕ̃A−− ϕ̃0+| = `AB. Then we
proceed just like at the very beginning of the contact, where the energy conservation
is now given by

A−2∑
a=0

Ẽa + ẼA−1 + Ẽ0 +

B−1∑
b=1

Ẽb −
A−2∑
a=0

Ei−1
a −

B−1∑
b=1

Ei−1
b

− 1

4
`AMA

{
(ϕ̃A−1 − ϕi−1

A−1)2

(∆ti−1)2
+

(ϕ̃A− − ϕi−1
A− )2

(∆tj−1)2

}
− 1

4
`BMB

{
(ϕ̃0+ − ϕi−1

0+ )2

(∆ti−1)2
+

(ϕ̃1 − ϕi−1
1 )2

(∆ti−1)2

}

− 1

4

{
kA1 (ϕ̃A− − ϕ̃A−1 − `A1)

2
+ kB1 (ϕ̃0+ − ϕ̃0 − `B1)

2
+ kAB (ϕ̃0+ − ϕ̃A− − `AB)

2
}

− 1

4

{
kA1

(
ϕi−1
A− − ϕi−1

A−1 − `A1

)2
+ kB1

(
ϕi−1

0+ − ϕi−1
0 − `B1

)2
+ kAB

(
ϕi−1

0+ − ϕi−1
A− − `AB

)2}
= 0.

(4.17)

Remark 4.1 Unlike earlier methods (e.g., Hughes et al. [1975]), there is no need to
compute or estimate the time of release based on the physical parameters of the bars:
the time of release is obtained directly from (4.5), (4.6), and (4.8) by solving for the
position of the nodes in contact. The result is illustrated in Fig. 4.3 where we chose
`A2 = `A/4 and `B1 = `B/4.

Algorithm. A pseudocode of the modified algorithm during contact is given below.

Contact time integrator 2

(A1) If ψ(tj , sA− , s0+ , ϕjA− , ϕ
j
0+) > `AB , and ψ(tj+1, sA− , s0+ , ϕj+1

A− , ϕ
j+1
0+ ) < `AB , compute α∆t,

with α ∈ [0, 1], such that t̃1 = tj + α∆t and ψ(tj + α∆t, sA− , s0+ , ϕ̃A− , ϕ̃0+) = `AB , via Eq.
(4.5) and (4.6)

(2) Compute ϕ̃a, and ϕ̃b, for all a and b, via Eq. (4.5) and (4.6)

(3) Compute ϕia and ϕib, after contact, for a 6= A− and b 6= 0+
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Figure 4.3: Prolonged contact. From left to right: displacement, speeds of the nodes in contact, total
energy, and relative energy error, ∆t = 0.015 s, T = 40 s. From top to bottom: 1) LA = LB = 10,
MA = MB = 1, EA = EB = 1, `A = `B = 0.2, v1 = −0.1, v2 = 0.1; 2) LA = LB = 10, MA =
1, MB = 5, EA = EB = 1, `A = `B = 0.2, v1 = −0.1, v2 = 0.1; 3) LA = LB = 10, MA = MB = 1,
EA = 1, EB = 5, `A = `B = 0.2, v1 = −0.1, v2 = 0.1; 4) LA = 10, LB = 5, MA = MB = 1,
EA = EB = 1, `A = `B = 0.2, v1 = −0.1, v2 = 0.1; 5) LA = LB = 10, MA = MB = 1, EA = EB = 1,
`A = 0.2, `B = 0.4, v1 = −0.1, v2 = 0.1; 6) LA = LB = 10, MA = MB = 1, EA = EB = 1,
`A = `B = 0.2, v1 = −1, v2 = 0.
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(4) Solve the system of equations (4.13), and (4.15), to compute ϕiA− and ϕi0+

(5) Update tj = (j + α)∆t, tj+1 = (j + 1)∆t, ϕja = ϕ̃a, ϕj+1
a = ϕia, ϕjb = ϕ̃b, and ϕj+1

b = ϕib

(B1) Else, if ψ(tj , sA− , s0+ , ϕjA− , ϕ
j
0+) < `AB , and ψ(tj+1, sA− , s0+ , ϕj+1

A− , ϕ
j+1
0+ ) < `AB , we com-

pute ϕj+1
a and ϕj+1

b via (4.5), (4.6), (4.16), and we update the time tj+1 = (j + 1)∆t

(C1) Else, if ψ(tj , sA− , s0+ , ϕjA− , ϕ
j
0+) < `AB , and ψ(tj+1, sA− , s0+ , ϕj+1

A− , ϕ
j+1
0+ ) > `AB , compute

α∆t, α ∈ [0, 1], such that t̃2 = tj +α∆t and ψ(tj +α∆t, sA− , s0+ , ϕ̃A− , ϕ̃0+) = `AB , via Eq.
(4.5) and (4.6)

(2) Compute ϕ̃a, and ϕ̃b, for all a and b, via Eq. (4.5) and (4.6)

(3) Compute ϕia and ϕib, after contact, when a 6= A− and b 6= 0+

(4) Solve the system of equations (4.16), and energy conservation (4.17) to compute ϕiA− and
ϕi0+

(5) Update tj = (j + α)∆t, tj+1 = (j + 1)∆t, ϕja = ϕ̃a, ϕj+1
a = ϕia, ϕjb = ϕ̃b, and ϕj+1

b = ϕib

Note that the algorithm is slightly different from the previous one. First, we deter-
mine the time of contact. Then, at time of contact, we get the position after contact
through conservation of energy. Then, as long as the bars remain in contact, we calculate
the new position through a variational integrator for a coupled oscillator. The bars will
naturally separate at some point.

Results. First, note that Fig. 4.3 matches Fig. 4.2 very well in terms of displacements
and energy for all the tests, but the fast-scale oscillations during the prolonged con-
tact have disappeared. The total energy is conserved during and after impact within
0.00002%, and the momentum is conserved to within machine accuracy.

Note however that changing the size of the last elements of the bars renders the choice
of a time step a bit more difficult: enforcing Courant condition requires potentially much
smaller time steps. A proper treatment of contact problems would thus require a graded
refinement at the end of the bars and an adaptive time stepping approach to efficiently
deal with the collision with guaranteed stability. Finally, Fig. 4.4 illustrates the two
different behaviors of the nodes at contact for our two different integrators.

0.
1 

m
/s

0.
1 

m
/s

0.
1 

m
/s

0.
1 

m
/s

Figure 4.4: From left to right: trajectories of the nodes at contact, without or with modification of
the mass matrix
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Comparison with earlier results. Capturing the persistent contact between col-
liding bodies is known to be a challenge in the simulation of elastic impact problems.
Many approaches have been developed in order to consistently reproduce this physi-
cal phenomenon, mostly through the introduction of additional constraints in order to
closely match the expected behavior. In Hughes et al. [1975], for instance, the release
conditions were computed based on the speed of sound of each body. The quality of
these approximations were improved in Papadopoulos and Taylor [1992], Taylor and
Papadopoulos [1993], and Laursen and Chawla [1997]. More recently, in Cirak and
West [2005], some features of the variational (in time) framework of nonsmooth clas-
sical mechanics were used, in order to derive new explicit algorithms for finite element
simulations of solids and shells. This is in stark contrast with our approach, which is
fully variational in space and time, with the consequence that the energy and momen-
tum are automatically preserved over the whole simulation. Moreover, contrary to the
results in Cirak and West [2005] Figs. 8 & 9, we obtain a zero velocity for the nodes at
contact, see Figs. 4.3 and 4.4. For the study of impact of other shapes, e.g., cubes and
hexagonal cylinders, see Johnson, Leyendecker, and Ortiz [2014].

5 Impact of a geometrically exact beam on a plane

We now consider the impact of a geometrically exact beam (Simo [1985]) in R
3 with

a fixed planar obstacle. The configuration space for this problem is the space CI de-
fined in (2.7). The position of a geometrically exact beam consists of a family of
planar cross-sections (compact domains) S(s), s ∈ [0, L], defined by rotation matri-
ces [0, L] 3 s 7→ Λ(s) ∈ SO(3), and connected by the line of centroids [0, L] 3 s 7→
r(s) = (z1, z2, z3) ∈ R3. For a given orthonormal basis {Ei}i=1,2,3 of R3, {Λ(s)Ei}i=1,2,3

is also an orthonormal basis of R3 for any s ∈ [0, L], adapted to the position of the
beam, i.e., {Λ(s)E1,Λ(s)E2} form an orthonormal basis of the planar cross-section S(s)
and Λ(s)E3 is the unit normal to S(s). Let (`1, `2) denote the coordinates in S(s)
relative to {Λ(s)E1,Λ(s)E2}. Thinking of the beam in the reference configuration as
A× [0, L] ⊂ R

3, A being a compact connected subset in R
2, an admissible configuration

f : A× [0, L]→ R
3 of the beam is of the form

x = f(`1, `2, s) = r(s) +
2∑

α=1

`αΛ(s)Eα.

5.1 Field theoretic setting

The field theoretic description of the convective representation of geometrically exact
beams is given in Ellis, Gay-Balmaz, Holm, Putkaradze, Ratiu [2010]. The deformation
field ϕ reads

[0, T ]× [0, L] 3 (t, s) 7−→ ϕ(t, s) = (Λ(t, s), r(t, s)) ∈ SE(3),

and takes values in the special Euclidean group SE(3) whose elements are orientation
preserving rigid motions in space.
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The Lagrangian density L(t, s, ϕ, ϕ̇, ϕ′) = L(t, s,Λ, r, Λ̇, ṙ,Λ′, r′) of a geometrically
exact beam is best expressed using convective variables. Given the field g(t, s) :=
(Λ(t, s), r(t, s)) ∈ SE(3), the convective velocities are ξ := (ω,γ) := (Λ−1Λ̇,Λ−1ṙ) =
g−1ġ ∈ se(3) and the convective strains are η := (Ω,Γ) := (Λ−1Λ′,Λ−1r′) = g−1g′ ∈
se(3), where se(3) denotes the Lie algebra of SE(3). With these convective variables,
the Lagrangian density is expressed as

L(Λ, r,ω,γ,Ω,Γ) =
1

2
〈Jξ, ξ〉 − 1

2
〈C(η − E6), (η − E6)〉 − Π(g)

=: K(ξ)− Φ(η)− Π(g),
(5.1)

where E6 = (0, 0, 0, 0, 0, 1) ∈ R
6, 〈 , 〉 is the usual inner product on R

6, K(ξ), Φ(η),
and Π(g) are, respectively, the kinetic energy density, the strain energy density, and the
external (such as gravitational) potential energy density. The bold letters ω,γ are the
images of the same letters in a lighter font under the standard isomorphism se(3) ∼= R

6

given by
se(3) = so(3)× R3 3 (ω,γ) 7−→ (ω,γ) ∈ R6, ω̂ = ω,

where ω̂v := ω × v for any v ∈ R
3. In (5.1), K, Φ, and Π denote the kinetic energy

density, the bending energy density, and the potential energy density, respectively. The
6× 6 matrix J is given by

J :=

[
J 0
0 MI3

]
, (5.2)

whereM = ρ|S| ∈ R is the mass by unit of length of the beam, ρ is the mass density, |S| is
the area of the cross section, I3 is the identity 3×3 matrix, and J := diag (I1, I2, I1 + I2)
is the diagonalized inertia tensor of the beam, with I1 and I2 the principal moments
of inertia of S(s) and I = I1 + I2 its polar moment of inertia. The model we consider
assumes a beam formed by a homogeneous material whose cross-sections S(s) are all
identical to S(0). In particular, the areas of all the cross-sections and their moments of
inertia are independent of (t, s). Consequently, the 6×6 matrix C encoding the potential
interaction is given by

C :=

[
C2 0
0 C1

]
, (5.3)

where the constant matrices C1,C2 are of the form

C1 := diag (G|S| G|S| E|S|) and C2 := diag (EI1 EI2 GI) , (5.4)

with E the Young modulus, G := E/[2(1 + ν)] the shear modulus, and ν the Poisson
ratio (see Simo and Vu-Quoc [1986]).

Hamilton’s principle in convective variables reads

δ

∫ T

0

(K(ξ(t, s))− Φ(η(t, s))− Π(g(t, s))) dtds = 0

for appropriately constrained variations (see Ellis, Gay-Balmaz, Holm, Putkaradze,
Ratiu [2010]), resulting in the Euler-Lagrange field equations for the geometrically exact
beam that are compactly written as

∂

∂t
Jξ − ad∗ξJξ =

∂

∂s

∂Φ

∂η
− ad∗η

∂Φ

∂η
− g−1∂Π

∂g
, (5.5)
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together with the zero traction boundary condition ∂Φ
∂η

= 0 at the boundaries s = 0

and s = L. We used above the coadjoint action of se(3) given by ad∗(ω,γ)(µ,ν) :=
−(ω × µ+ γ × ν,ω × ν), where we recall that ξ := (ω,γ) and η := (Ω,Γ).

The plane impacted by the beam is defined by the equation z3 = 0 and we choose
the impenetrability condition ψ : SE(3)→ R given by

ψ(Λ, r) = 〈r(t, s),E3〉 > 0. (5.6)

This choice assumes that we take into account only the configuration of the centroid to
impose the impenetrability constraint. The constraint subdomain is

C : = {(Λ, r) ∈ SE(3) | −ψ(Λ, r) ∈ ]−∞, 0]}
= −ψ−1(]−∞, 0]) = SO(3)× {(z1, z2, z3) | z3 ≥ 0}. (5.7)

Note that, in this case, only the translational part of the Lie group SE(3) appears in
the constraints.

A note about symmetry. The potential energy Π is defined as the gravitational po-
tential energy density along the axis E3. The Lagrangian is invariant with respect to the
subgroup of SE(3) defined by rotations around the vertical axis and by translations that
are parallel to the plane z3 = 0. To this symmetry is associated a field theoretic momen-
tum map via Noether’s theorem. We shall see later that the discrete Lagrangian inherits
this symmetry, thus yielding a discrete version of Noether’s conservation theorem.

5.2 Variational Lie group integrator for the impact of a beam

The integrator is obtained, as in the previous example, by considering the discrete
nonsmooth field theoretic setting developed in §3, with the configuration space CI

d.
In order to preserve the Lie group description of this problem at the discrete level,

we follow the approach developed in Demoures, Gay-Balmaz, and Ratiu [2014] and De-
moures, Gay-Balmaz, Kobilarov, and Ratiu [2014] for field theoretic (multisymplectic)
Lie group integrators. These integrators adapt to the field theoretic setting the varia-
tional integrators on Lie groups developed in Iserles, Munthe-Kaas, Nørsett, and Zanna
[2000].

This approach involves the choice of a retraction map τ : g → G to consistently
encode in the Lie algebra the discrete displacement made on the Lie group. By definition,
a retraction map is a diffeomorphism around the origin such that τ(0) = e, the identity
element in G, and the derivative of τ at e is the identity map.

Consequently, the discrete velocities and strains ξja and ηja are defined from the values
gja = (Λj

a, r
j
a) ∈ G := SE(3) of the discrete field, through a retraction map τ : g→ G by

ξja : = τ−1
(
(gja)

−1gj+1
a

)
/∆tj ∈ g, with ∆tj := tj+1 − tj,

ηja : = τ−1
(
(gja)

−1gja+1

)
/∆sa ∈ g, with ∆sa := sa+1 − sa.

(5.8)
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The Lagrangian (5.1) is approximated on the rectangle �ja as

Lja = Ld(�ja, gja, gj+1
a , gja+1, g

j+1
a+1, ξ

j
a, ξ

j
a+1, η

j
a, η

j+1
a )

=
1

2
∆s∆tj

[
1

2
〈Jξja, ξja〉+

1

2
〈Jξja+1, ξ

j
a+1〉 −

1

2
〈C (ηja − E6), (ηja − E6)〉

− 1

2
〈C (ηj+1

a − E6), (ηj+1
a − E6)〉 − Πd(g

j
a)

]
,

(5.9)

where the discrete potential energy Πd is defined as the gravitational potential energy
density

Πd(g
j
a, g

j+1
a , gja+1, g

j+1
a+1) :=

1

4

(〈
qa, g

j
a

〉
+
〈
qa, g

j+1
a

〉
+
〈
qa+1, g

j
a+1

〉
+
〈
qa+1, g

j+1
a+1

〉)
,

where q = ∆s g ρa2E3, for the beam with given square cross-section S of side a, material
density ρ, distance between two nodes in the reference configuration ∆s, and gravita-
tional acceleration vector gE3. The impenetrability condition ψ : SE(3) → R is given
by (5.6).

Contrary to the previous example, the contact can arise at any node and there are
several contact times. The discrete base space configuration φXd

thus assigns to the
indices ı̃1, ..., ı̃K the times of contact t̃1, ..., t̃K , thereby generalizing (3.3) to the case
of several contact times. To each of these times is associated a discrete domain Dd

(see Def. (3.6)). Below, we present the discrete algorithm for one contact time; the
generalization to several contact times is obvious. We use the notation defined in (4.4)
for the time steps ∆t and ∆t̃.

We derive our numerical scheme by applying Theorem 3.1. The discrete equations
follow from tedious computations that we summarize in Appendix A. They depend on
the momenta µja and λja defined by

µja :=
(

dτ−1

∆tξja

)∗ ∂K
∂ξ

(
ξja
)

and λja :=
(

dτ−1

∆sηja

)∗ ∂Φ

∂η

(
ηja
)
, (5.10)

with the help of the right trivialized derivative dRτ−1
ξ of the inverse of the retraction map

(see Appendix A). We use below the expression of the adjoint and coadjoint operators
of SE(3), given by

Ad(Λ,r)(ω,γ) := (Λω,Λγ + r× Λω)

Ad∗(Λ,r)(µ,ν) := (ΛT (µ+ ν × r),ΛTγ).
(5.11)

(i) Away from the contact time, i.e., for j ∈ {1, ..., i− 1} ∪ {i, ..., N − 1}, we have:

(a) The DEL field equations for all a = 1, ..., A− 1:

2∆s(−µja + Ad∗
τ(∆tj−1ξj−1

a )
µj−1
a ) + (∆tj + ∆tj−1)(λja −Ad∗

τ(∆sηja−1)
λja−1)

= ∆s(∆tj + ∆tj−1)(gja)−1qa.
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(b) The two equations for zero traction boundary conditions at a = 0 and a = A:

∆s
(
−µj0 + Ad∗

τ(∆tj−1ξj−1
0 )

µj−1
0

)
+ (∆tj−1 + ∆tj)λj0

=
1

2
∆s(∆tj−1 + ∆tj)(gj0)−1q0,

∆s
(
−µjA + Ad∗

τ(∆tj−1ξj−1
A )

µj−1
A

)
− (∆tj−1 + ∆tj)Ad∗

τ(∆sηjA−1)
λjA−1

=
1

2
∆s(∆tj−1 + ∆tj)(gjA)−1qA.

(ii) At the impact time t̃, for all a ∈ {1, ..., A − 1}, the position gia at time ti and
the Lagrangian multiplier �a < 0 are obtained by solving the system including the
following terms:

(a) energy conservation during the impact (horizontal discrete jump condition):

A−1∑
a=0

Ẽa =
A−1∑
a=0

Ei−1
a ;

(b) if the contact happens at an interior node, the discrete jump condition in-
volving Lagrange multipliers:

2∆s(−µ̃a + Ad∗
τ(∆ti−1ξi−1

a )
µi−1
a ) + (∆ti−1 + ∆t̃ )(λ̃a −Ad∗τ(∆sη̃a−1)λ̃a−1)

= ∆s(∆ti−1 + ∆t̃ )(g̃a)−1qa + 2�̃a(g̃a)−1Dgψ(g̃a);

(c) if the contact happens at an extremity (a = 0 or a = A), the two equations
for zero traction boundary conditions:

∆s
(
−µ̃0 + Ad∗

τ(∆ti−1ξi−1
0 )

µi−1
0

)
+ (∆ti−1 + ∆t̃ )λ̃0

=
1

2
∆s(∆ti−1 + ∆t̃ )(g̃0)−1q0 + �̃0(g̃0)−1Dgψ(g̃0),

∆s
(
−µ̃A + Ad∗

τ(∆ti−1ξi−1
A )

µi−1
A

)
− (∆ti−1 + ∆t̃ )Ad∗τ(∆sη̃A−1)λ̃A−1

=
1

2
∆s(∆ti−1 + ∆t̃ )(g̃A)−1qA + �̃A(g̃A)−1Dgψ(g̃A),

where (g̃a)
−1Dgψ(g̃a) = (0, Λ̃T

aE3). Accordingly, the contact force, normal to the plate,
is given by

fcont := �̃aDgψ(g̃a) = �̃a(0,E3)T .

Discrete Noether’s Theorem. The discrete Lagrangian (5.9) has the same sym-
metry invariance properties as its continuous counterpart (5.1), namely, it is invariant
with respect to the subgroup of SE(3) defined by translations that are parallel to the
plane z3 = 0 and by rotations around the vertical axis. Applying the discrete Noether
theorem, as expressed in (3.15), we get the discrete conservation law

J(gj , ξj) :=

〈
A−1∑
a=0

[
∆s

2

(
Ad∗

(gja)−1µ
j
a + Ad∗

(gja+1)−1µ
j
a+1

)
− ∆tj∆s

4
(qa + qa+1)

]
, (0, 0, 1, 1, 1, 0)T

〉
= constant,

where gj := (gj0, ..., g
j
A), ξj := (ξj0, ..., ξ

j
A).
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5.3 Numerical tests

We consider the collision of the beam on a plane, for various discretization rates ∆s and
∆t, and different speeds of impact from ≈ 30m/s to ≈ 6m/s. The algorithm used in
the test is the one described in §4.3.1, i.e., the contact time integrator 1, which is easy
to understand and to implement. Moreover, it is related to Theorem 3.1 in an obvious
way. (In a forthcoming paper we will use the contact time integrator 2 in order to study
the contact of nonlinear elastic models.)

5.3.1 Short time evolution T = 0.5s for high velocity impact

Initial conditions. We consider the initial value problem of a geometrically exact
beam with length L = 0.5m and square cross-section S of side a = 0.05m, so |S| = a2

and I1 = I2 = ρa
4

12
. The beam parameters are ρ = 103kg/m3, E = 103N/m2, ν = 0.35.

The gravitational acceleration is taken to be g = 10m/s2. The initial conditions are
given by the configuration g0

a = (Λ0
a, r

0
a) and the initial velocity ξ0

a = (ω0
a,γ

0
a) at time

t = t0 for all nodes a = 0, ..., A. We choose

g0
0 =

1 0 0
0 cos(0.5) −sin(0.5)
0 sin(0.5) cos(0.5)

 ,
0

0
0

 , g0
a+1 = g0

a τ(∆s η0
a), for all a = 0, ..., A− 1,

where η0
a = (1, 4.5, 1, 0, 0, 1), for all a = 0, ..., A− 1, and

g1
0 =

1 0 0
0 cos(0.5) −sin(0.5)
0 sin(0.5) cos(0.5)

 ,
 0
−2 · 10−5sin(0.5)
2 · 10−5cos(0.5)

 , g1
a+1 = g1

a τ(∆s η1
a), (5.12)

for all a = 0, ..., A− 1, where η1
a = (1.004, 4.522, 0.996,−0.004, 0, 1). (5.13)

The initial velocity is given by

ξ0
a =

1

(4 · 10−5)
τ−1((g0

a)
−1g1

a), for all a = 0, ..., A. (5.14)

We now add the plane z3 = 0 as an obstacle for the beam.

Robustness to space-time discretization. We observe in Fig. 5.1 that our ap-
proach is robust to spatial and temporal discretization since the behavior of the beam
remains coherent for various sizes of ∆s and ∆t. We estimate the speed of the first
impact, due to the chosen initial conditions (5.12), to be about 30 m/s.

Energy and momentum maps. We observe excellent conservation of both the en-
ergy and the angular and linear momenta associated to the invariance of the mechanical
system with respect to translations parallel to the plane z3 = 0, and to rotations around
the vertical axis, see Fig. 5.2.
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Figure 5.1: Beam with frictionless collision on a plane. From left to right: beam composed of 5
elements with ∆t = 0.00004 s, composed of 10 elements with ∆t = 0.00004s, and composed of 20
elements with ∆t = 0.00001s. From top to the bottom : at times t = 0s, t = 0.0053s, t = 0.01s,
t = 0.015s.

5.3.2 Time evolution T = 2.5s for a reduced impact speed

The initial conditions (5.12) are modified. The speed ξ0
a, in each nodes and at time t0,

are reduced such that

ξ0
a =

1

(8 · 10−5)
τ−1((g0

a)
−1g1

a), for all a = 0, ..., A. (5.15)

As a consequence, the speed at the first impact is reduced to about 15 m/s. The duration
of the test is 2.5s, that is five times the previous one; the general motion of the beam is
unchanged.

In Figure 5.3, we observe a good conservation of the linear momentum map and
of the energy. However, the angular momentum map J1 fails to be exactly conserved,
showing a slight decay after approximately 1s of simulation. The reason for this is
that, at the time of contact t̃, we have to calculate the value of the Lagrange multiplier
λ̃ by minimizing a function while enforcing energy conservation (the horizontal jump
condition). When the impact is very weak (close to sliding), we have to find the global
minimum for a nonlinear problem among a large amount of local minima. It therefore
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Figure 5.2: Beam with collision on a plane. From top to bottom: Total energy, relative error, angular
and linear momentum. From left to right: beam composed of 5 elements with ∆t = 0.00004 s, composed
of 10 elements with ∆t = 0.00004s, and composed of 20 elements with ∆t = 0.00001s. Interval of time
[0, 0.5].

becomes very difficult to get a good numerical approximation of the right solution, even
if we reduce the time step: it can happen that we are not exactly in contact and yet,
within the tolerance of the gap function.

5.3.3 Longer-time evolution T = 5s for moderate impact

The initial conditions (5.12) are modified in order to get a speed estimated to about 6
m/s at the first impact. The value of ξ0

a is now

ξ0
a =

1

(20 · 10−5)
τ−1((g0

a)
−1g1

a), for all a = 0, ..., A. (5.16)

Note that at such a reduced impact speed, the value of the Lagrangian multiplier
� is close to zero, which triggers added iterations during the numerical minimization
algorithm to get the required accuracy. In addition, the intensity of the reaction force
being low, the beam stays in contact during a long time: the bar, composed of 10
elements, undergoes ≈ 200 contacts. Despite these difficult conditions, the energy is
well conserved over a time interval of 5s. The results of the simulations for two different
time-steps are given in Figure 5.4.
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Figure 5.3: Impacts of a beam on a plane during 2.5s. From top to bottom: Total energy, relative
error, angular and linear momentum. From left to right: 1) beam composed of 10 elements with
∆t = 0.00004 s, 2) beam composed of 10 elements with ∆t = 0.00002 s, 3) beam composed of 16
elements with ∆t = 0.00002 s

6 Conclusions

We have presented in this paper a new approach to simulate dynamic contact problems
that provides a rigorous geometric discretization of the continuous theory. The main
interest of our proposed multisymplectic time stepping approach is justified by Theorem
3.1 which allows to get a discrete trajectory during contact that conserves energy and
most of the symmetries, without having recourse to any additional ad-hoc treatment
of the contact release. Moreover, we pointed out that the way a contact problem is
spatially discretized can be crucial if one wants to mimic perfectly the physical behavior
of a contact, see Fig 4.3 compared to Fig 4.2. While we presented only two 1D dynamical
systems, we believe that the results generated by our approach makes multisymplecticity
a credible tool to handle contacts as these 1D problems are notoriously difficult to handle
numerically with current integrators.

The next step of this research will try to better preserve angular momenta when
we study the impact of a nonlinear elastic models against a smooth surface over a long
period of time. Other avenues of investigation include the treatment of contact for 2D
and 3D objects.
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Figure 5.4: Impacts of a beam on a plane during 5s. From top to bottom: Total energy, and relative
error. From left to right: 1) beam composed of 10 elements with ∆t = 0.00004 s, and number of
contacts ≈ 200, 2) beam composed of 10 elements with ∆t = 0.00002 s, and number of contacts ≈ 200,

Acknowledgment. We are very grateful to Alain Curnier for his constant advice and
interest in our results during the elaboration of this work. We are indebted to Lyudmila
Grigoryeva for many helpful discussions.

A Discrete field theoretic Hamilton’s principle

In this appendix, we briefly review the derivation of the DEL equations and zero traction
boundary conditions from the discrete field theoretic Hamilton principle. Since we focus
exclusively on the DEL field equations, we assume that we only need to consider vertical
variations: it is enough to consider the discrete field ϕd : UXd

→M denoted gd : UXd
→

SE(3) in this case. The horizontal variations can be incorporated easily by using the
general approach described in §3.1.

The discrete action functional is Sns
d (gd) =

∑A−1
a=0

∑N−1
j=0 Lja, where we recall that

Lja := Ld(�ja, gja, gj+1
a , gja+1, g

j+1
a+1, ξ

j
a, ξ

j
a+1, η

j
a, η

j+1
a ).

To compute the variation δSd(gd), we need the expressions of the variations δξja and δηja
induced by variations of gd. Using the definition of ξja and ηja in terms of gja given in
(5.8), we obtain the constrained variations

δξja = dRτ−1

∆tξja

(
−ζja + Adτ(∆tξja) ζ

j+1
a

)
/∆t,

δηja = dRτ−1

∆sηja

(
−ζja + Adτ(∆sηja) ζ

j
a+1

)
/∆s,

(A.1)

where ζja = (gja)
−1δgja can be arbitrarily chosen in se(3); see, e.g, Bou-Rabee and Marsden

[2009] for a derivation of such expressions. In these expressions, dRτ−1
ξ denotes the right
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trivialized derivative of τ−1, defined by

dRτ−1
ξ : g→ g, dRτ−1

ξ (η) := Dτ−1(g) · (ηg),

where g := τ(ξ) ∈ SE(3) and Dτ−1(g) · (ηg) denotes the derivative of τ−1 at the Lie
group element g, in the direction ηg (cf. Iserles, Munthe-Kaas, Nørsett, and Zanna
[2000]). The retraction map τ : se(3)→ SE(3) is chosen to be the Cayley map 3 since it
is numerically more efficient than the exponential map (see, e.g., Kobilarov and Marsden
[2011], Demoures, Gay-Balmaz, and Ratiu [2014]).

Taking the variations of Sns
d (gd), using the specific form (A.1) for δξja and δηja, and

collecting the terms proportional to ζja, we get the expression

δSd(gd) =
1

2

N−1∑
j=0

A−1∑
a=0

{
A
j
a · ζja + B

j
a · ζj+1

a + C
j
a · ζ

j
a+1 + D

j
a · ζ

j+1
a+1

}
=

1

2

N−1∑
j=1

A−1∑
a=1

(
A
j
a + B

j−1
a + C

j
a−1 + D

j−1
a−1

)
· ζja

+
1

2

A−1∑
a=1

((
A

0
a + C

0
a−1

)
· ζ0

a +
(
B
N−1
a + D

N−1
a−1

)
· ζNa

)
+

1

2

N−1∑
j=1

((
A
j
0 + B

j−1
0

)
· ζj0 +

(
C
j
A−1 + D

j−1
A−1

)
· ζjA
)

+
1

2

(
A

0
0 · ζ0

0 + B
N−1
0 · ζN0 + C

0
A−1 · ζ0

A + D
N−1
A−1 · ζ

N
A

)
,

(A.2)

where

A
j
a = −∆sµja + ∆tjλja −

1

2
∆s∆tj(gja)

−1Dgja
Πd(g

j
a),

B
j
a = ∆sAd∗

τ(∆tjξja)
µja + ∆tjλj+1

a − 1

2
∆s∆tj(gj+1

a )−1Dgj+1
a

Πd(g
j+1
a ),

C
j
a = −∆sµja+1 −∆tjAd∗

τ(∆sηja)
λja −

1

2
∆s∆tj(gja+1)−1Dgja+1

Πd(g
j
a+1),

D
j
a = ∆sAd∗

τ(∆tjξja+1)
µja+1 −∆tjAd∗

τ(∆sηj+1
a )

λj+1
a − 1

2
∆s∆tj(gj+1

a+1)−1Dgj+1
a+1

Πd(g
j+1
a+1).

3If we embed the special Euclidean group SE(3) ⊂ SL(4,R) and its Lie algebra se(3) ⊂ sl(4,R) by

SE(3) 3 (Λ, r) 7→
[

Λ r
0T 1

]
∈ SL(4,R), se(3) 3 (ω,γ) 7→

[
ω γ
0T 0

]
∈ sl(4,R).

The usual way to define a Cayley map for SE(3) is to define the map τ : se(3)→ SE(3) by

τ(ω,γ) : =

(
I4 −

1

2

[
ω γ
0T 0

])−1(
I4 +

1

2

[
ω γ
0T 0

])

=

[(
I3 − ω

2

)−1 (
I3 + ω

2

)
4

4+‖ω‖2
(
I3 + 1

2ω + 1
4ωω

T
)
γ

0T 1

]
.
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Recall that µja and λja are the momenta defined in (5.10) and Ad∗ is the coadjoint action
of SE(3) defined in (5.11).

DEL field equations on Lie groups. They are obtained by requiring stationarity of
the action functional with respect to field variations at the interior nodes. From (A.2),
we thus get

2∆s(−µja + Ad∗
τ(∆tj−1ξj−1

a )
µj−1
a ) + (∆tj + ∆tj−1)(λja − Ad∗

τ(∆sηja−1)
λja−1)

−∆s(∆tj + ∆tj−1)(gja)
−1Dgja

Πd(g
j
a) = 0,

for all j ∈ {1, ..., N − 1} and a ∈ {1, ..., A− 1}.

(A.3)

Discrete zero traction boundary conditions. They are obtained, exactly as in the
continuous case, by considering variations of the field values at the boundaries a = 0
and a = A. This yields the two equations

∆s
(
−µj0 + Ad∗

τ(∆tj−1ξj−1
0 )

µj−1
0

)
+ (∆tj−1 + ∆tj)λj0

− 1

2
∆s(∆tj−1 + ∆tj)(gj0)−1Dgj0

Πd(g
j
0) = 0,

∆s
(
−µjA + Ad∗

τ(∆tj−1ξj−1
A )

µj−1
A

)
− (∆tj−1 + ∆tj)Ad∗

τ(∆sηjA−1)
λjA−1

− 1

2
∆s(∆tj−1 + ∆tj)(gjA)−1DgjA

Πd(g
j
A) = 0,

∀j ∈ {1, ..., N − 1}.

(A.4)

We refer to Demoures, Gay-Balmaz, and Ratiu [2014] for a complete treatment of
boundary conditions in the discrete field theoretic context.
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