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Abstract: Moving mesh methods (also called r-adaptive methods) are space-adaptive strategies used1

for the numerical simulation of time-dependent partial differential equations. These methods keep2

the total number of mesh points fixed during the simulation, but redistribute them over time to3

follow the areas where a higher mesh point density is required. There are a very limited number4

of moving mesh methods designed for solving field-theoretic partial differential equations, and the5

numerical analysis of the resulting schemes is challenging. In this paper we present two ways to6

construct r-adaptive variational and multisymplectic integrators for (1+1)-dimensional Lagrangian7

field theories. The first method uses a variational discretization of the physical equations and the8

mesh equations are then coupled in a way typical of the existing r-adaptive schemes. The second9

method treats the mesh points as pseudo-particles and incorporates their dynamics directly into10

the variational principle. A user-specified adaptation strategy is then enforced through Lagrange11

multipliers as a constraint on the dynamics of both the physical field and the mesh points. We discuss12

the advantages and limitations of our methods. Numerical results for the Sine-Gordon equation are13

also presented.14

Keywords: geometric numerical integration; variational integrators; multisymplectic integrators;15
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1. Introduction18

The purpose of this work is to design, analyze and implement variational and multisymplectic19

integrators for Lagrangian partial differential equations with space-adaptive meshes. In this paper we20

combine geometric numerical integration and r-adaptive methods for the numerical solution of PDEs.21

We show that these two fields are compatible, mostly due to the fact that in r-adaptation the number of22

mesh points remains constant and we can treat them as additional pseudo-particles whose dynamics23

is coupled to the dynamics of the physical field of interest.24

Geometric (or structure-preserving) integrators are numerical methods that preserve geometric25

properties of the flow of a differential equation (see [1]). This encompasses symplectic integrators26

for Hamiltonian systems, variational integrators for Lagrangian systems, and numerical methods27

on manifolds, including Lie group methods and integrators for constrained mechanical systems.28

Geometric integrators proved to be extremely useful for numerical computations in astronomy,29

molecular dynamics, mechanics and theoretical physics. The main motivation for developing30

structure-preserving algorithms lies in the fact that they show excellent numerical behavior, especially31

for long-time integration of equations possessing geometric properties.32
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An important class of structure-preserving integrators are variational integrators for Lagrangian33

systems ([1], [2]). This type of integrator is based on discrete variational principles. The variational34

approach provides a unified framework for the analysis of many symplectic algorithms and is35

characterized by a natural treatment of the discrete Noether theorem, as well as forced, dissipative and36

constrained systems. Variational integrators were first introduced in the context of finite-dimensional37

mechanical systems, but later Marsden, Patrick and Shkoller [3] generalized this idea to field theories.38

Variational integrators have since then been successfully applied in many computations, for example39

in elasticity ([4]), electrodynamics ([5]) or fluid dynamics ([6]). Existing variational integrators so far40

have been developed on static, mostly uniform spatial meshes. The main goal of this paper is to design41

and analyze variational integrators that allow for the use of space-adaptive meshes.42

Adaptive meshes used for the numerical solution of partial differential equations fall into three43

main categories: h-adaptive, p-adaptive and r-adaptive. R-adaptive methods, which are also known44

as moving mesh methods ([7], [8]), keep the total number of mesh points fixed during the simulation, but45

relocate them over time. These methods are designed to minimize the error of the computations by46

optimally distributing the mesh points, contrasting with h-adaptive methods for which the accuracy of47

the computations is obtained via insertion and deletion of mesh points. Moving mesh methods are a48

large and interesting research field of applied mathematics, and their role in modern computational49

modeling is growing. Despite the increasing interest in these methods in recent years, they are still in a50

relatively early stage of their development compared to the more matured h-adaptive methods.51

Overview52

There are three logical steps to r-adaptation:53

• Discretization of the physical PDE54

• Mesh adaptation strategy55

• Coupling the mesh equations to the physical equations56

The key ideas of this paper regard the first and the last step. Following the general spirit of variational57

integrators, we discretize the underlying action functional rather than the PDE itself, and then derive58

the discrete equations of motion. We base our adaptation strategies on the equidistribution principle59

and the resulting moving mesh partial differential equations (MMPDEs). We interpret MMPDEs as60

constraints, which allows us to consider novel ways of coupling them to the physical equations. Note61

that we will restrict our explanations to one time and one space dimension for the sake of simplicity.62

Let us consider a (1+1)-dimensional scalar field theory with the action functional63

S[φ] =
∫ Tmax

0

∫ Xmax

0
L(φ, φX , φt) dX dt, (1)

where φ : [0, Xmax]× [0, Tmax] −→ R is the field and L : R×R×R −→ R its Lagrangian density. For64

simplicity, we assume the following fixed boundary conditions65

φ(0, t) = φL,

φ(Xmax, t) = φR. (2)

In order to further consider moving meshes let us perform a change of variables X = X(x, t) such that66

for all t the map X(., t) : [0, Xmax] −→ [0, Xmax] is a ‘diffeomorphism’—more precisely, we only require67

that X(., t) is a homeomorphism such that both X(., t) and X(., t)−1 are piecewise C1. In the context of68

mesh adaptation the map X(x, t) represents the spatial position at time t of the mesh point labeled69

by x. Define ϕ(x, t) = φ(X(x, t), t). Then the partial derivatives of φ are φX(X(x, t), t) = ϕx/Xx and70

φt(X(x, t), t) = ϕt − ϕxXt/Xx. Plugging these equations in (1) we get71
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S[φ] =
∫ Tmax

0

∫ Xmax

0
L
(

ϕ,
ϕx

Xx
, ϕt −

ϕxXt

Xx

)
Xx dx dt =: S̃[ϕ], S̃[ϕ, X] (3)

where the last equality defines two modified, or ‘reparametrized’, action functionals. For the first one,72

S̃ is considered as a functional of ϕ only, whereas in the second one we also treat it as a functional of X.73

This leads to two different approaches to mesh adaptation, which we dub the control-theoretic strategy74

and the Lagrange multiplier strategy, respectively. The ‘reparametrized’ field theories defined by S̃[ϕ]75

and S̃[ϕ, X] are both intrinsically covariant; however, it is convenient for computational purposes to76

work with a space-time split and formulate the field dynamics as an initial value problem.77

Outline78

This paper is organized as follows. In Section 2 and Section 3 we take the view of infinite79

dimensional manifolds of fields as configuration spaces, and develop the control-theoretic and80

Lagrange multiplier strategies in that setting. It allows us to discretize our system in space first81

and consider time discretization later on. It is clear from our exposition that the resulting integrators82

are variational. In Section 4 we show how similar integrators can be constructed using the covariant83

formalism of multisymplectic field theory. We also show how the integrators from the previous sections84

can be interpreted as multisymplectic. In Section 5 we apply our integrators to the Sine-Gordon85

equation and we present our numerical results. We summarize our work in Section 6 and discuss86

several directions in which it can be extended.87

2. Control-theoretic approach to r-adaptation88

At first glance, it appears that the simplest and most straightforward way to construct an89

r-adaptive variational integrator would be to discretize the physical system in a similar manner90

to the general approach to variational integration, i.e. discretize the underlying variational principle,91

and then derive the mesh equations and couple them to the physical equations in a way typical of the92

existing r-adaptive algorithms. We explore this idea in this section and show that it indeed leads to93

space adaptive integrators that are variational in nature. However, we also show that those integrators94

do not exhibit the behavior expected of geometric integrators, such as good energy conservation. We95

will refer to this strategy as control-theoretic, since in this description the field ϕ represents the physical96

state of the system, while X can be interpreted as a control variable and the mesh equations as feedback97

(see, e.g., [9]).98

2.1. Reparametrized Lagrangian99

For the moment let us assume that X(x, t) is a known function. We denote by ξ(X, t) the function100

such that ξ(., t) = X(., t)−1, that is ξ(X(x, t), t) = x 1. We thus have S̃[ϕ] = S[ϕ(ξ(X, t), t)].101

Proposition 1. Extremizing S[φ] with respect to φ is equivalent to extremizing S̃[ϕ] with respect to ϕ.102

Proof. The variational derivatives of S and S̃ are related by the formula103

δS̃[ϕ] · δϕ(x, t) = δS[ϕ(ξ(X, t), t)] · δϕ(ξ(X, t), t). (4)

Suppose φ(X, t) extremizes S[φ], i.e. δS[φ] · δφ = 0 for all variations δφ. Given the function X(x, t),104

define ϕ(x, t) = φ(X(x, t), t). Then by the formula above we have δS̃[ϕ] = 0, so ϕ extremizes S̃.105

1 We allow a little abuse of notation here: X denotes both the argument of ξ and the change of variables X(x, t). If we wanted
to be more precise, we would write X = h(x, t).
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Conversely, suppose ϕ(x, t) extremizes S̃, that is δS̃[ϕ] · δϕ = 0 for all variations δϕ. Since we assume106

X(., t) is a homeomorphism, we can define φ(X, t) = ϕ(ξ(X, t), t). Note that an arbitrary variation107

δφ(X, t) induces the variation δϕ(x, t) = δφ(X(x, t), t). Then we have δS[φ] · δφ = δS̃[ϕ] · δϕ = 0 for108

all variations δφ, so φ(X, t) extremizes S[φ].109

110

The corresponding instantaneous Lagrangian L̃ : Q×W ×R −→ R is111

L̃[ϕ, ϕt, t] =
∫ Xmax

0
L̃(ϕ, ϕx, ϕt, t) dx (5)

with the Lagrangian density112

L̃(ϕ, ϕx, ϕt, x, t) = L
(

ϕ,
ϕx

Xx
, ϕt −

ϕxXt

Xx

)
Xx. (6)

The function spaces Q and W must be chosen appropriately for the problem at hand, so that (5)113

makes sense. For instance, for a free field we will have Q = H1([0, Xmax]) and W = L2([0, Xmax]).114

Since X(x, t) is a function of t, we are looking at a time-dependent system. Even though the energy115

associated with (5) is not conserved, the energy of the original theory associated with (1)116

E =
∫ Xmax

0

(
φt

∂L
∂φt

(φ, φX , φt)−L(φ, φX , φt)
)

dX (7)

=
∫ Xmax

0

[(
ϕt −

ϕxXt

Xx

) ∂L
∂φt

(
ϕ,

ϕx

Xx
, ϕt −

ϕxXt

Xx

)
−L

(
ϕ,

ϕx

Xx
, ϕt −

ϕxXt

Xx

)]
Xx dx (8)

is conserved. To see this, note that if φ(X, t) extremizes S[φ] then dE/dt = 0 (computed from (7)).117

Trivially, this means that dE/dt = 0 when formula (8) is invoked as well. Moreover, as we have noted118

earlier, φ(X, t) extremizes S[φ] iff ϕ(x, t) extremizes S̃[ϕ]. This means that the energy (8) is constant on119

solutions of the reparametrized theory.120

2.2. Spatial Finite Element discretization121

We begin with a discretization of the spatial dimension only, thus turning the original122

infinite-dimensional problem into a time-continuous finite-dimensional Lagrangian system. Let123

∆x = Xmax/(N + 1) and define the reference uniform mesh xi = i · ∆x for i = 0, 1, ..., N + 1, and the124

corresponding piecewise linear finite elements125

ηi(x) =


x−xi−1

∆x , if xi−1 ≤ x ≤ xi,
− x−xi+1

∆x , if xi ≤ x ≤ xi+1,
0, otherwise.

(9)

We now restrict X(x, t) to be of the form126

X(x, t) =
N+1

∑
i=0

Xi(t)ηi(x) (10)

with X0(t) = 0, XN+1(t) = Xmax and arbitrary Xi(t), i = 1, 2, ..., N as long as X(., t) is a127

homeomorphism for all t. In our context of numerical computations, the functions Xi(t) represent the128

current position of the ith mesh point. Define the finite element spaces129

QN = WN = span(η0, ..., ηN+1) (11)

and assume that QN ⊂ Q, WN ⊂W. Let us denote a generic element of QN by ϕ and a generic element130

of WN by ϕ̇. We have the decompositions131
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ϕ(x) =
N+1

∑
i=0

yiηi(x), ϕ̇(x) =
N+1

∑
i=0

ẏiηi(x). (12)

The numbers (yi, ẏi) thus form natural (global) coordinates on QN ×WN . We can now approximate132

the dynamics of system (5) in the finite-dimensional space QN ×WN . Let us consider the restriction133

L̃N = L̃|QN×WN×R of the Lagrangian (5) to QN ×WN ×R. In the chosen coordinates we have134

L̃N(y0, ..., yN+1, ẏ0, ..., ẏN+1, t) = L̃
[ N+1

∑
i=0

yiηi(x),
N+1

∑
i=0

ẏiηi(x), t
]
. (13)

Note that, given the boundary conditions (2), y0, yN+1, ẏ0, and ẏN+1 are fixed. We will thus no longer135

write them as arguments of L̃N .136

The advantage of using a finite element discretization lies in the fact that the symplectic structure137

induced on QN ×WN by L̃N is strictly a restriction (i.e., a pull-back) of the (pre-)symplectic structure2
138

on Q ×W. This establishes a direct link between symplectic integration of the finite-dimensional139

mechanical system (QN ×WN , L̃N) and the infinite-dimensional field theory (Q×W, L̃)140

2.3. DAE formulation and time integration141

We now consider time integration of the Lagrangian system (QN ×WN , L̃N). If the functions142

Xi(t) are known, then one can perform variational integration in the standard way, that is, define the143

discrete Lagrangian L̃d : R×QN ×R×QN → R and solve the corresponding discrete Euler-Lagrange144

equations (see [2], [1]). Let tn = n · ∆t for n = 0, 1, 2, . . . be an increasing sequence of times and145

{y0, y1, . . .} the corresponding discrete path of the system in QN . The discrete Lagrangian Ld is an146

approximation to the exact discrete Lagrangian LE
d , such that147

L̃d(tn, yn, tn+1, yn+1) ≈ L̃E
d (tn, yn, tn+1, yn+1) ≡

∫ tn+1

tn
L̃N(y(t), ẏ(t), t) dt, (14)

where yn = (yn
1 , ..., yn

N), yn+1 = (yn+1
1 , ..., yn+1

N ) and y(t) is the solution of the Euler-Lagrange equations148

corresponding to L̃N with the boundary values y(tn) = yn, y(tn+1) = yn+1. Depending on the149

quadrature we use to approximate the integral in (14), we obtain different types of variational150

integrators. As will be discussed below, in r-adaptation one has to deal with stiff differential equations151

or differential-algebraic equations, therefore higher order implicit integration in time is advisable (see152

[11], [12]). We will employ variational partitioned Runge-Kutta methods. An s-stage Runge Kutta153

method is constructed by choosing154

L̃d(tn, yn, tn+1, yn+1) = (tn+1 − tn)
s

∑
i=1

bi L̃N(Yi, Ẏi, ti), (15)

where ti = tn + ci(tn+1 − tn), the right-hand side is extremized under the constraint yn+1 =155

yn + (tn+1 − tn)∑s
i=1 biẎi, and the internal stage variables Yi, Ẏi are related by Yi = yn + (tn+1 −156

tn)∑s
j=1 aijẎj. It can be shown that the variational integrator with the discrete Lagrangian (15) is157

equivalent to an appropriately chosen symplectic partitioned Runge-Kutta method applied to the158

Hamiltonian system corresponding to L̃N (see [2], [1]). With this in mind we turn our semi-discrete159

Lagrangian system (QN ×WN , L̃N) into the Hamiltonian system (QN ×W∗N , H̃N) via the standard160

Legendre transform161

2 In most cases the symplectic structure of (Q×W, L̃) is only weakly-nondegenerate; see [10]
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H̃N(y1, ..., yN , p1, ..., pN ; X1, ..., XN , Ẋ1, ..., ẊN) =
N

∑
i=1

pi ẏi − L̃N(y1, ..., yN , ẏ1, ..., ẏN , t), (16)

where pi = ∂L̃N/∂ẏi and we explicitly stated the dependence on the positions Xi and velocities Ẋi of162

the mesh points. The Hamiltonian equations take the form3
163

ẏi =
∂H̃N
∂pi

(
y, p; X(t), Ẋ(t)

)
, (17)

ṗi = −
∂H̃N
∂yi

(
y, p; X(t), Ẋ(t)

)
.

Suppose that the functions Xi(t) are C1 and HN is smooth as a function of the yi’s, pi’s, Xi’s and Ẋi’s164

(note that these assumptions are used for simplicity, and can be easily relaxed if necessary, depending165

on the regularity of the considered Lagrangian system). Then the assumptions of Picard’s theorem are166

satisfied and there exists a unique C1 flow Ft0,t = (Fy
t0,t, Fp

t0,t) : QN ×W∗N → QN ×W∗N for (17). This167

flow is symplectic.168

However, in practice we do not know the Xi’s and we in fact would like to be able to adjust them169

‘on the fly’, based on the current behavior of the system. We will do that by introducing additional170

constraint functions gi(y1, ..., yN , X1, ..., XN) and demanding that the conditions gi = 0 be satisfied at171

all times4. The choice of these functions will be discussed in Section 2.4. This leads to the following172

differential-algebraic system of index 1 (see [11], [12], [13])173

ẏi =
∂H̃N
∂pi

(
y, p; X, Ẋ

)
, (18)

ṗi = −
∂H̃N
∂yi

(
y, p; X, Ẋ

)
,

0 = gi(y, X),

yi(t0) = y(0)i ,

pi(t0) = p(0)i

for i = 1, ..., N. Note that an initial condition for X is fixed by the constraints. This system is of index 1174

because one has to differentiate the algebraic equations with respect to time once in order to reduce it175

to an implicit ODE system. In fact, the implicit system will take the form176

3 It is computationally more convenient to directly integrate the implicit Hamiltonian system pi = ∂L̃N/∂ẏi , ṗi = ∂L̃N/∂yi ,
but as long as system (1) is at least weakly-nondegenerate there is no theoretical issue with passing to the Hamiltonian
formulation, which we do for the clarity of our exposition.

4 In the context of Control Theory the constraints gi = 0 are called strict static state feedback. See [9].
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ẏ =
∂H̃N
∂p

(
y, p; X, Ẋ

)
, (19)

ṗ = −∂H̃N
∂y

(
y, p; X, Ẋ

)
,

0 =
∂g
∂y

(y, X)ẏ +
∂g
∂X

(y, X)Ẋ,

y(t0) = y(0),

p(t0) = p(0),

X(t0) = X(0),

where X(0) is a vector of arbitrary initial condition for the Xi’s. Suppose again that HN is a smooth177

function of y, p, X and Ẋ. Futhermore, suppose that g is a C1 function of y, X, and ∂g
∂X −

∂g
∂y

∂2 HN
∂Ẋ∂p is178

invertible with its inverse bounded in a neighborhood of the exact solution.5 Then, by the Implicit179

Function Theorem equations (19) can be solved explicitly for ẏ, ṗ, Ẋ and the resulting explicit ODE180

system will satisfy the assumptions of Picard’s theorem. Let (y(t), p(t), X(t)) be the unique C1
181

solution to this ODE system (and hence to (19)). We have the trivial result182

183

Proposition 2. If g(y(0), X(0)) = 0, then (y(t), p(t), X(t)) is a solution to (18).6184

In practice we would like to integrate system (18). A question arises in what sense is this system185

symplectic and in what sense a numerical integration scheme for this system can be regarded as186

variational. Let us address these issues.187

Proposition 3. Let (y(t), p(t), X(t)) be a solution to (18) and use this X(t) to form the Hamiltonian system188

(17). Then we have that189

y(t) = Fy
t0,t(y

(0), p(0)), p(t) = Fp
t0,t(y

(0), p(0))

and
g
(

Fy
t0,t(y

(0), p(0)), X(t)
)
= 0,

where Ft0,t(ŷ, p̂) is the symplectic flow for (17).190

Proof. Note that the first two equations of (18) are the same as (17), therefore (y(t), p(t)) trivially191

satisfies (17) with the initial conditions y(t0) = y(0) and p(t0) = p(0). Since the flow map Ft0,t is192

unique, we must have y(t) = Fy
t0,t(y

(0), p(0)) and p(t) = Fp
t0,t(y

(0), p(0)). Then we also must have that193

g
(

Fy
t0,t(y

(0), p(0)), X(t)
)
= 0, that is, the constraints are satisfied along one particular integral curve of194

(17) that passes through (y(0), p(0)) at t0.195

196

Suppose we now would like to find a numerical approximation of the solution to (17) using an197

s-stage partitioned Runge-Kutta method with coefficients aij, bi, āij, b̄i, ci ([14], [1]). The numerical198

scheme will take the form199

5 Again, these assumptions can be relaxed if necessary.
6 Note that there might be other solutions, as for any given y(0) there might be more than one X(0) that solves the constraint

equations.
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Ẏi =
∂H̃N
∂p

(
Yi, Pi; X(tn + ci∆t), Ẋ(tn + ci∆t)

)
, (20)

Ṗi = −∂H̃N
∂y

(
Yi, Pi; X(tn + ci∆t), Ẋ(tn + ci∆t)

)
,

Yi = yn + ∆t
s

∑
j=1

aijẎ j,

Pi = pn + ∆t
s

∑
j=1

āij Ṗj,

yn+1 = yn + ∆t
s

∑
i=1

biẎi,

pn+1 = pn + ∆t
s

∑
i=1

b̄i Ṗi,

where Yi, Ẏi, Pi, Ṗi are the internal stages and ∆t is the integration timestep. Let us apply the same200

partitioned Runge-Kutta method to (18). In order to compute the internal stages Qi, Q̇i of the X201

variable we use the state-space form approach, that is, we demand that the constraints and their time202

derivatives be satisfied (see [12]). The new step value Xn+1 is computed by solving the constraints as203

well. The resulting numerical scheme is thus204

Ẏi =
∂H̃N
∂p

(
Yi, Pi; Qi, Q̇i

)
, (21)

Ṗi = −∂H̃N
∂y

(
Yi, Pi; Qi, Q̇i

)
,

Yi = yn + ∆t
s

∑
j=1

aijẎ j,

Pi = pn + ∆t
s

∑
j=1

āij Ṗj,

0 = g(Yi, Qi),

0 =
∂g
∂y

(Yi, Qi) Ẏi +
∂g
∂X

(Yi, Qi) Q̇i,

yn+1 = yn + ∆t
s

∑
i=1

biẎi,

pn+1 = pn + ∆t
s

∑
i=1

b̄i Ṗi,

0 = g(yn+1, Xn+1).

We have the following trivial observation.205

Proposition 4. If X(t) is defined to be a C1 interpolation of the internal stages Qi, Q̇i at times tn + ci∆t (that206

is, if the values X(tn + ci∆t), Ẋ(tn + ci∆t) coincide with Qi, Q̇i), then the schemes (20) and (21) give the same207

numerical approximations yn, pn to the exact solution y(t), p(t).208

Intuitively, Proposition 4 states that we can apply a symplectic partitioned Runge-Kutta method209

to the DAE system (18), which solves both for X(t) and (y(t), p(t)), and the result will be the same as210



Version July 18, 2019 submitted to Mathematics 9 of 56

if we performed a symplectic integration of the Hamiltonian system (17) for (y(t), p(t)) with a known211

X(t).212

2.4. Moving mesh partial differential equations213

The concept of equidistribution is the most popular paradigm of r-adaptation (see [7], [8]).214

Given a continuous mesh density function ρ(X), the equidistribution principle seeks to find a mesh215

0 = X0 < X1 < ... < XN+1 = Xmax such that the following holds216

∫ X1

0
ρ(X) dX =

∫ X2

X1

ρ(X) dX = ... =
∫ Xmax

XN

ρ(X) dX, (22)

that is, the quantity represented by the density function is equidistributed among all cells. In the217

continuous setting we will say that the reparametrization X = X(x) equidistributes ρ(X) if218

∫ X(x)

0
ρ(X) dX =

x
Xmax

σ, (23)

where σ =
∫ Xmax

0 ρ(X) dX is the total amount of the equidistributed quantity. Differentiate this equation219

with respect to x to obtain220

ρ(X(x))
∂X
∂x

=
1

Xmax
σ. (24)

It is still a global condition in the sense that σ has to be known. For computational purposes it is221

convenient to differentiate this relation again and consider the following partial differential equation222

∂

∂x

(
ρ(X(x))

∂X
∂x

)
= 0 (25)

with the boundary conditions X(0) = 0, X(Xmax) = Xmax. The choice of the mesh density function223

ρ(X) is typically problem-dependent and the subject of much research. A popular example is the224

generalized solution arclength given by225

ρ =

√
1 + α2

( ∂φ

∂X

)2
=

√
1 + α2

( ϕx

Xx

)2
. (26)

It is often used to construct meshes that can follow moving fronts with locally high gradients ([7], [8]).226

With this choice, equation (25) is equivalent to227

α2 ϕx ϕxx + XxXxx = 0, (27)

assuming Xx > 0, which we demand anyway. A finite difference discretization on the mesh xi = i · ∆x228

gives us the set of contraints229

gi(y1, ..., yN ,X1, ..., XN) =

α2(yi+1 − yi)
2 + (Xi+1 − Xi)

2 − α2(yi − yi−1)
2 − (Xi − Xi−1)

2 = 0, (28)

with the previously defined yi’s and Xi’s. This set of constraints can be used in (18).230

2.5. Example231

To illustrate these ideas let us consider the Lagrangian density232

L(φ, φX , φt) =
1
2

φ2
t −W(φX). (29)

The reparametrized Lagrangian (5) takes the form233
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L̃[ϕ, ϕt, t] =
∫ Xmax

0

[
1
2

Xx

(
ϕt −

ϕx

Xx
Xt

)2
−W

( ϕx

Xx

)
Xx

]
dx. (30)

Let N = 1 and φL = φR = 0. Then234

ϕ(x, t) = y1(t)η1(x), X(x, t) = X1(t)η1(x) + Xmax η2(x). (31)

The semi-discrete Lagrangian is235

L̃N(y1, ẏ1, t) =
X1(t)

6

(
ẏ1 −

y1

X1(t)
Ẋ1(t)

)2

+
Xmax − X1(t)

6

(
ẏ1 +

y1

Xmax − X1(t)
Ẋ1(t)

)2

−W
(

y1

X1(t)

)
X1(t)−W

(
− y1

Xmax − X1(t)

)(
Xmax − X1(t)

)
. (32)

The Legendre transform gives p1 = ∂L̃N/∂ẏ1 = Xmax ẏ1/3, hence the semi-discrete Hamiltonian is236

H̃N(y1, p1; X1, Ẋ1) =
3

2Xmax
p2

1 −
1
6

XmaxẊ2
1

X1(Xmax − X1)
y2

1

+ W
( y1

X1

)
X1 + W

(
− y1

Xmax − X1

)
(Xmax − X1). (33)

The corresponding DAE system is237

ẏ1 =
3

Xmax
p1, (34)

ṗ1 =
1
3

XmaxẊ2
1

X1(Xmax − X1)
y1 −W ′

( y1

X1

)
+ W ′

(
− y1

Xmax − X1

)
,

0 = g1(y1, X1).

This system is to be solved for the unknown functions y1(t), p1(t) and X1(t). It is of index 1, because238

we have three unknown functions and only two differential equations — the algebraic equation has to239

be differentiated once in order to obtain a missing ODE.240

2.6. Backward error analysis241

The true power of symplectic integration of Hamiltonian equations is revealed through backward242

error analysis: it can be shown that a symplectic integrator for a Hamiltonian system with the243

Hamiltonian H(q, p) defines the exact flow for a nearby Hamiltonian system, whose Hamiltonian can244

be expressed as the asymptotic series245

H (q, p) = H(q, p) + ∆tH2(q, p) + ∆t2H3(q, p) + . . . (35)

Owing to this fact, under some additional assumptions symplectic numerical schemes nearly conserve246

the original Hamiltonian H(q, p) over exponentially long time intervals. See [1] for details.247

Let us briefly review the results of backward error analysis for the integrator (21). Suppose g(y, X)248

satisfies the assumptions of the Implicit Function Theorem. Then, at least locally, we can solve the249

constraint X = h(y). The Hamiltonian DAE system (18) can be then written as the following (implicit)250

ODE system for y and p251
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ẏ =
∂H̃N
∂p

(
y, p; h(y), h′(y)ẏ

)
, (36)

ṗ = −∂H̃N
∂y

(
y, p; h(y), h′(y)ẏ

)
.

Since we used the state-space formulation, the numerical scheme (21) is equivalent to applying the252

same partitioned Runge-Kutta method to (36), that is, we have Qi = h(Yi) and Q̇i = h′(Yi)Ẏi. We253

computed the corresponding modified equation for several symplectic methods, namely Gauss and254

Lobatto IIIA-IIIB quadratures. Unfortunately, none of the quadratures resulted in a form akin to (36)255

for some modified Hamiltonian function H̃N related to H̃N by a series similar to (35). This hints at256

the fact that we should not expect this integrator to show excellent energy conservation over long257

integration times. One could also consider the implicit ODE system (19), which has an obvious triple258

partitioned structure, and apply a different Runge-Kutta method to each variable y, p and X. Although259

we did not pursue this idea further, it seems unlikely it would bring a desirable result.260

We therefore conclude that the control-theoretic strategy, while yielding a perfectly legitimate261

numerical method, does not take the full advantage of the underlying geometric structures. Let us262

point out that, while we used a variational discretization of the governing physical PDE, the mesh263

equations were coupled in a manner that is typical of the existing r-adaptive methods (see [7], [8]). We264

now turn our attention to a second approach, which offers a novel way of coupling the mesh equations265

to the physical equations.266

3. Lagrange multiplier approach to r-adaptation267

As we saw in Section 2, discretization of the variational principle alone is not sufficient if we268

would like to accurately capture the geometric properties of the physical system described by (1). In269

this section we propose a new technique of coupling the mesh equations to the physical equations. Our270

idea is based on the observation that in r-adaptation the number of mesh points is constant, therefore271

we can treat them as pseudo-particles, and we can incorporate their dynamics into the variational272

principle. We show that this strategy results in integrators that much better preserve the energy of the273

considered system.274

3.1. Reparametrized Lagrangian275

In this approach, we treat X(x, t) as an independent field, that is, another degree of freedom,276

and we will treat the ‘modified’ action (3) as a functional of both ϕ and X: S̃ = S̃[ϕ, X]. For the277

purpose of the derivations below, we assume that ϕ(., t) and X(., t) are continuous and piecewise278

C1. One could consider the closure of this space in the topology of either Hilbert or Banach space279

of sufficiently integrable functions and interpret differentiation in a sufficiently weak sense, but this280

functional-analytic aspect is of little importance for the developments in this section. We refer the281

interested reader to [15] and [16]. As in Section 2.1, let ξ(X, t) be the function such that ξ(., t) =282

X(., t)−1, that is ξ(X(x, t), t) = x. Then S̃[ϕ, X] = S[ϕ(ξ(X, t), t)]. We begin with two propositions and283

one corollary which will be important for the rest of our exposition.284

Proposition 5. Extremizing S[φ] with respect to φ is equivalent to extremizing S̃[ϕ, X] with respect to both ϕ285

and X.286

Proof. The variational derivatives of S and S̃ are related by the formula287
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δ1S̃[ϕ, X] · δϕ(x, t) = δS[ϕ(ξ(X, t), t)] · δϕ(ξ(X, t), t), (37)

δ2S̃[ϕ, X] · δX(x, t) = δS[ϕ(ξ(X, t), t)] ·
(
− ϕx(ξ(X, t), t)

Xx(ξ(X, t), t)
δX(ξ(X, t), t)

)
,

where δ1 and δ2 denote differentiation with respect to the first and second argument, respectively.288

Suppose φ(X, t) extremizes S[φ], i.e. δS[φ] · δφ = 0 for all variations δφ. Choose an arbitrary X(x, t),289

such that X(., t) is a (sufficiently smooth) homeomorphism and define ϕ(x, t) = φ(X(x, t), t). Then by290

the formula above we have δ1S̃[ϕ, X] = 0 and δ2S̃[ϕ, X] = 0, so the pair (ϕ, X) extremizes S̃. Conversely,291

suppose the pair (ϕ, X) extremizes S̃, that is δ1S̃[ϕ, X] · δϕ = 0 and δ2S̃[ϕ, X] · δX = 0 for all variations292

δϕ and δX. Since we assume X(., t) is a homeomorphism, we can define φ(X, t) = ϕ(ξ(X, t), t). Note293

that an arbitrary variation δφ(X, t) induces the variation δϕ(x, t) = δφ(X(x, t), t). Then we have294

δS[φ] · δφ = δ1S̃[ϕ, X] · δϕ = 0 for all variations δφ, so φ(X, t) extremizes S[φ].295

296

Proposition 6. The equation δ2S̃[ϕ, X] = 0 is implied by the equation δ1S̃[ϕ, X] = 0.297

Proof. As we saw in the proof of Proposition 5, the condition δ1S̃[ϕ, X] · δϕ = 0 implies δS = 0. By298

(37), this in turn implies δ2S̃[ϕ, X] · δX = 0 for all δX. Note that this argument cannot be reversed:299

δ2S̃[ϕ, X] · δX = 0 does not imply δS = 0 when ϕx = 0.300

301

Corollary 1. The field theory described by S̃[ϕ, X] is degenerate and the solutions to the Euler-Lagrange302

equations are not unique.303

3.2. Spatial Finite Element discretization304

The Lagrangian of the ‘reparametrized’ theory L̃ : Q× G×W × Z −→ R,305

L̃[ϕ, X, ϕt, Xt] =
∫ Xmax

0
L
(

ϕ,
ϕx

Xx
, ϕt −

ϕxXt

Xx

)
Xx dx, (38)

has the same form as (5) (we only treat it as a functional of X and Xt as well), where Q, G, W306

and Z are spaces of continuous and piecewise C1 functions, as mentioned before. We again let307

∆x = Xmax/(N + 1) and define the uniform mesh xi = i · ∆x for i = 0, 1, ..., N + 1. Define the finite308

element spaces309

QN = GN = WN = ZN = span(η0, ..., ηN+1), (39)

where we used the finite elements (9). We have QN ⊂ Q, GN ⊂ G, WN ⊂W, ZN ⊂ Z. In addition to310

(12) we also consider311

X(x) =
N+1

∑
i=0

Xiηi(x), Ẋ(x) =
N+1

∑
i=0

Ẋiηi(x). (40)

The numbers (yi, Xi, ẏi, Ẋi) thus form natural (global) coordinates on QN×GN×WN×ZN . We again312

consider the restricted Lagrangian L̃N = L̃|QN×GN×WN×ZN . In the chosen coordinates313

L̃N(y1, ..., yN , X1, ..., XN , ẏ1, ..., ẏN , Ẋ1, ..., ẊN) = L̃
[

ϕ(x), X(x), ϕ̇(x), Ẋ(x)
]
, (41)

where ϕ(x), X(x), ϕ̇(x), Ẋ(x) are defined by (12) and (40). Once again, we refrain from writing y0,314

yN+1, ẏ0, ẏN+1, X0, XN+1, Ẋ0 and ẊN+1 as arguments of L̃N in the remainder of this section, as those315

are not actual degrees of freedom.316
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3.3. Invertibility of the Legendre Transform317

For simplicity, let us restrict our considerations to Lagrangian densities of the form318

L(φ, φX , φt) =
1
2

φ2
t − R(φX , φ). (42)

We chose a kinetic term that is most common in applications. The corresponding ‘reparametrized’319

Lagrangian is320

L̃[ϕ, X, ϕt, Xt] =
∫ Xmax

0

1
2

Xx

(
ϕt −

ϕx

Xx
Xt

)2
dx− . . . , (43)

where we kept only the terms that involve the velocities ϕt and Xt. The semi-discrete Lagrangian321

becomes322

L̃N =
N

∑
i=0

Xi+1 − Xi
6

[(
ẏi −

yi+1 − yi
Xi+1 − Xi

Ẋi

)2
+
(

ẏi −
yi+1 − yi
Xi+1 − Xi

Ẋi

)(
ẏi+1 −

yi+1 − yi
Xi+1 − Xi

Ẋi+1

)
+
(

ẏi+1 −
yi+1 − yi
Xi+1 − Xi

Ẋi+1

)2]
− . . . (44)

Let us define the conjugate momenta via the Legendre Transform323

pi =
∂L̃N
∂ẏi

, Si =
∂L̃N

∂Ẋi
, i = 1, 2, ..., N. (45)

This can be written as324 
p1

S1
...

pN
SN

 = M̃N(y, X) ·


ẏ1

Ẋ1
...

ẏN
ẊN

 , (46)

where the 2N × 2N mass matrix M̃N(y, X) has the following block tridiagonal structure325

M̃N(y, X) =



A1 B1

B1 A2 B2

B2 A3 B3
. . . . . . . . .

. . . . . . BN−1

BN−1 AN


, (47)

with the 2× 2 blocks326

Ai =

(
1
3 δi−1 +

1
3 δi − 1

3 δi−1γi−1 − 1
3 δiγi

− 1
3 δi−1γi−1 − 1

3 δiγi
1
3 δi−1γ2

i−1 +
1
3 δiγ

2
i

)
, Bi =

(
1
6 δi − 1

6 δiγi
− 1

6 δiγi
1
6 δiγ

2
i

)
, (48)

where327

δi = Xi+1 − Xi, γi =
yi+1 − yi
Xi+1 − Xi

. (49)
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From now on we will always assume δi > 0, as we demand that X(x) = ∑N+1
i=0 Xiηi(x) be a328

homeomorphism. We also have329

det Ai =
1
9

δi−1δi(γi−1 − γi)
2. (50)

Proposition 7. The mass matrix M̃N(y, X) is non-singular almost everywhere (as a function of the yi’s and330

Xi’s) and singular iff γi−1 = γi for some i.331

Proof. We will compute the determinant of M̃N(y, X) by transforming (47) into a block upper332

triangular form by zeroing the blocks Bi below the diagonal. Let us start with the block B1. We333

use linear combinations of the first two rows of the mass matrix to zero the elements of the block B1334

below the diagonal. Suppose γ0 = γ1. Then it is easy to see that the first two rows of the mass matrix335

are not linearly independent, so the determinant of the mass matrix is zero. Assume γ0 6= γ1. Then336

by (50) the block A1 is invertible. We multiply the first two rows of the mass matrix by B1 A−1
1 and337

subtract the result from the third and fourth rows. This zeroes the block B1 below the diagonal and338

replaces the block A2 by339

C2 = A2 − B1 A−1
1 B1. (51)

We now zero the block B2 below the diagonal in a similar fashion. After n− 1 steps of this procedure340

the mass matrix is transformed into341 

C1 B1

C2 B2
. . . . . .

Cn Bn

Bn An+1
. . .

. . . . . . BN−1

BN−1 AN


. (52)

In a moment we will see that Cn is singular iff γn−1 = γn and in that case the two rows of the matrix342

above that contain Cn and Bn are linearly dependent, thus making the mass matrix singular. Suppose343

γn−1 6= γn, so that Cn is invertible. In the next step of our procedure the block An+1 is replaced by344

Cn+1 = An+1 − BnC−1
n Bn. (53)

Together with the condition C1 = A1 this gives us a recurrence. By induction on n we find that345

Cn =

(
1
4 δn−1 +

1
3 δn − 1

4 δn−1γn−1 − 1
3 δnγn

− 1
4 δn−1γn−1 − 1

3 δnγn
1
4 δn−1γ2

n−1 +
1
3 δnγ2

n

)
(54)

and346

det Ci =
1
12

δi−1δi(γi−1 − γi)
2, (55)

which justifies our assumptions on the invertibility of the blocks Ci. We can now express the347

determinant of the mass matrix as det C1 · ... · det CN . The final formula is348

det M̃N(y, X) =
δ0δ2

1 ...δ2
N−1δN

9 · 12N−1 (γ0 − γ1)
2...(γN−1 − γN)

2. (56)
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We see that the mass matrix becomes singular iff γi−1 = γi for some i and this condition defines a349

measure zero subset of R2N .350

351

Remark I.352

This result shows that the finite-dimensional system described by the semi-discrete Lagrangian353

(44) is non-degenerate almost everywhere. This means that, unlike in the continuous case, the354

Euler-Lagrange equations corresponding to the variations of the yi’s and Xi’s are independent of355

each other (almost everywhere) and the equations corresponding to the Xi’s are in fact necessary for356

the correct description of the dynamics. This can also be seen in a more general way. Owing to the fact357

we are considering a finite element approximation, the semi-discrete action functional S̃N is simply a358

restriction of S̃, and therefore formulas (37) still hold. The corresponding Euler-Lagrange equations359

take the form360

δ1S̃[ϕ, X] · δϕ(x, t) = 0, (57)

δ2S̃[ϕ, X] · δX(x, t) = 0,

which must hold for all variations δϕ(x, t) = ∑N
i=1 δyi(t)ηi(x) and δX(x, t) = ∑N

i=1 δXi(t)ηi(x). Since361

we are working in a finite dimensional subspace, the second equation now does not follow from the362

first equation. To see this, consider a particular variation δX(x, t) = δXk(t)ηk(x) for some k, where363

δXk 6≡ 0. Then we have364

− ϕx

Xx
δXk(t) =


−γk−1 δXk(t) ηk(x), if xk−1 ≤ x ≤ xk,
−γk δXk(t) ηk(x), if xk ≤ x ≤ xk+1,

0, otherwise,
(58)

which is discontinuous at x = xk and cannot be expressed as ∑N
i=1 δyi(t)ηi(x) for any δyi(t), unless365

γk−1 = γk. Therefore, we cannot invoke the first equation to show that δ2S̃[ϕ, X] · δX(x, t) = 0. The366

second equation becomes independent.367

Remark II.368

It is also instructive to realize what exactly happens when γk−1 = γk. This means that locally in369

the interval [Xk−1, Xk+1] the field φ(X, t) is a straight line with the slope γk. It also means that there370

are infinitely many values (Xk, yk) that reproduce the same local shape of φ(X, t). This reflects the371

arbitrariness of X(x, t) in the infinite-dimensional setting. In the finite element setting, however, this372

holds only when the points (Xk−1, yk−1), (Xk, yk) and (Xk+1, yk+1) line up. Otherwise any change to373

the middle point changes the shape of φ(X, t). See Figure 1.374

3.4. Existence and uniqueness of solutions375

Since the Legendre Transform (46) becomes singular at some points, this raises a question about376

the existence and uniqueness of the solutions to the Euler-Lagrange equations (57). In this section we377

provide a partial answer to this problem. We will begin by computing the Lagrangian symplectic form378

Ω̃N =
N

∑
i=1

dyi ∧ dpi + dXi ∧ dSi, (59)

where pi and Si are given by (45). For notational convenience we will collectively denote q =379

(y1, X1, ..., yN , XN)
T and q̇ = (ẏ1, Ẋ1, ..., ẏN , ẊN)

T . Then in the ordered basis ( ∂
∂q1

, ..., ∂
∂q2N

, ∂
∂q̇1

, ..., ∂
∂q̇2N

)380

the symplectic form can be represented by the matrix381
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X

φ

X

φ

(X
k−1

,y
k−1
)

(X
k
,y
k
)

(X’
k
,y’
k
)

(X
k+1

,y
k+1
)

(X’
k
,y’
k
)

(X
k
,y
k
)

(X
k−1

,y
k−1
)

(X
k+1

,y
k+1
)

Figure 1. Left: If γk−1 6= γk, then any change to the middle point changes the local shape of φ(X, t).
Right: If γk−1 = γk, then there are infinitely many possible positions for (Xk, yk) that reproduce the
local linear shape of φ(X, t).

Ω̃N(q, q̇) =

(
∆̃N(q, q̇) M̃N(q)
−M̃N(q) 0

)
, (60)

where the 2N × 2N block ∆̃N(q, q̇) has the further block tridiagonal structure382

∆̃N(q, q̇) =



Γ1 Λ1

−ΛT
1 Γ2 Λ2

−ΛT
2 Γ3 Λ3

. . . . . . . . .
. . . . . . ΛN−1

−ΛT
N−1 ΓN


(61)

with the 2× 2 blocks383

Γi =

(
0 − ẏi+1−ẏi−1

3 − Ẋi−1+2Ẋi
3 γi−1 +

2Ẋi+Ẋi+1
3 γi

ẏi+1−ẏi−1
3 +

Ẋi−1+2Ẋi
3 γi−1 −

2Ẋi+Ẋi+1
3 γi 0

)
,

Λi =

(
− Ẋi+Ẋi+1

2 − ẏi+1−ẏi
6 +

Ẋi+2Ẋi+1
3 γi

ẏi+1−ẏi
6 +

2Ẋi+Ẋi+1
3 γi − Ẋi+Ẋi+1

2 γ2
i

)
. (62)

In this form, it is easy to see that384

det Ω̃N(q, q̇) =
(

det M̃N(q)
)2

, (63)

so the symplectic form is singular whenever the mass matrix is.385

The energy corresponding to the Lagrangian (44) can be written as386

ẼN(q, q̇) =
1
2

q̇T M̃N(q) q̇ +
N

∑
k=0

∫ xk+1

xk

R
(

γk, ykηk(x) + yk+1ηk+1(x)
)Xk+1 − Xk

∆x
dx. (64)

In the chosen coordinates, dẼN can be represented by the row vector dẼN = (∂ẼN/∂q1, ..., ∂ẼN/∂q̇2N).387

It turns out that388
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dẼT
N(q, q̇) =

(
ξ

M̃N(q)q̇

)
, (65)

where the vector ξ has the following block structure389

ξ =

 ξ1
...

ξN

 . (66)

Each of these blocks has the form ξk = (ξk,1, ξk,2)
T . Through basic algebraic manipulations and390

integration by parts, one finds that391

ξk,1 =
ẏk+1(2Ẋk+1 + Ẋk) + ẏk(Ẋk+1 − Ẋk−1)− ẏk−1(Ẋk + 2Ẋk−1)

6

+
Ẋ2

k + ẊkẊk−1 + Ẋ2
k−1

3
γk−1 −

Ẋ2
k+1 + Ẋk+1Ẋk + Ẋ2

k
3

γk

+
1

∆x

∫ xk

xk−1

∂R
∂φX

(
γk−1, yk−1ηk−1(x) + ykηk(x)

)
dx

− 1
∆x

∫ xk+1

xk

∂R
∂φX

(
γk, ykηk(x) + yk+1ηk+1(x)

)
dx (67)

+
1

γk−1

[
R(γk−1, yk)−

1
∆x

∫ xk

xk−1

R
(

γk−1, yk−1ηk−1(x) + ykηk(x)
)

dx
]

− 1
γk

[
R(γk, yk)−

1
∆x

∫ xk+1

xk

R
(

γk, ykηk(x) + yk+1ηk+1(x)
)

dx
]
,

and392

ξk,2 =
ẏ2

k−1 + ẏk−1ẏk − ẏk ẏk+1 − ẏ2
k+1

6

−
Ẋ2

k + ẊkẊk−1 + Ẋ2
k−1

6
γ2

k−1 +
Ẋ2

k+1 + Ẋk+1Ẋk + Ẋ2
k

6
γ2

k

− γk−1
∆x

∫ xk

xk−1

∂R
∂φX

(
γk−1, yk−1ηk−1(x) + ykηk(x)

)
dx

+
γk
∆x

∫ xk+1

xk

∂R
∂φX

(
γk, ykηk(x) + yk+1ηk+1(x)

)
dx (68)

+
1

∆x

∫ xk

xk−1

R
(

γk−1, yk−1ηk−1(x) + ykηk(x)
)

dx

− 1
∆x

∫ xk+1

xk

R
(

γk, ykηk(x) + yk+1ηk+1(x)
)

dx.

We are now ready to consider the generalized Hamiltonian equation393

iZΩ̃N = dẼN , (69)

which we solve for the vector field Z = ∑2N
i=1 αi ∂/∂qi + βi ∂/∂q̇i. In the matrix representation this394

equation takes the form395

Ω̃T
N(q, q̇) ·

(
α

β

)
= dẼT

N(q, q̇). (70)
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Equations of this form are called (quasilinear) implicit ODEs (see [17], [18]). If the symplectic form is396

nonsingular in a neighborhood of (q(0), q̇(0)), then the equation can be solved directly via397

Z = [Ω̃T
N(q, q̇)]−1dẼT

N(q, q̇)

to obtain the standard explicit ODE form and standard existence/uniqueness theorems (Picard’s,398

Peano’s, etc.) of ODE theory can be invoked to show local existence and uniqueness of the flow of Z in399

a neighborhood of (q(0), q̇(0)). If, however, the symplectic form is singular at (q(0), q̇(0)), then there are400

two possibilities. The first case is401

dẼT
N(q

(0), q̇(0)) 6∈ Range Ω̃T
N(q

(0), q̇(0)) (71)

and it means there is no solution for Z at (q(0), q̇(0)). This type of singularity is called an algebraic one402

and it leads to so called impasse points (see [19]-[17], [18]).403

The other case is404

dẼT
N(q

(0), q̇(0)) ∈ Range Ω̃T
N(q

(0), q̇(0)) (72)

and it means that there exists a nonunique solution Z at (q(0), q̇(0)). This type of singularity is called a405

geometric one. If (q(0), q̇(0)) is a limit of regular points of (70) (i.e. points where the symplectic form is406

nonsingular), then there might exist an integral curve of Z passing through (q(0), q̇(0)). See [19], [20],407

[21], [22], [23], [17], [18] for more details.408

Proposition 8. The singularities of the symplectic form Ω̃N(q, q̇) are geometric.409

Proof. Suppose that the mass matrix (and thus the symplectic form) is singular at (q(0), q̇(0)). Using410

the block structures (60) and (65) we can write (70) as the system411

−∆̃N(q(0), q̇(0)) α− M̃N(q(0)) β = ξ,

M̃N(q(0)) α = M̃N(q(0)) q̇(0). (73)

The second equation implies that there exists a solution α = q̇(0). In fact this is the only solution412

we are interested in, since it satisfies the second order condition: the Euler-Lagrange equations413

underlying the variationl principle are second order, so we are only interested in solutions of the form414

Z = ∑2N
i=1 q̇i ∂/∂qi + βi ∂/∂q̇i. The first equation can be rewritten as415

M̃N(q(0)) β = −ξ − ∆̃N(q(0), q̇(0)) q̇(0). (74)

Since the mass matrix is singular, we must have γk−1 = γk for some k. As we saw in Section 3.3, this416

means that the two rows of the kth ‘block row’ of the mass matrix (i.e., the rows containing the blocks417

Bk−1, Ak and Bk) are not linearly independent. In fact we have418

(Bk−1)2∗ = −γk(Bk−1)1∗, (Ak)2∗ = −γk(Ak)1∗, (Bk)2∗ = −γk(Bk)1∗, (75)

where am∗ denotes the mth row of the matrix a. Equation (74) will have a solution for β iff the RHS419

satisfies a similar scaling condition in the the kth ‘block element’. Using formulas (62), (67) and (68), we420

show that −ξ − ∆̃N q̇(0) indeed has this property. Hence, dẼT
N(q

(0), q̇(0)) ∈ Range Ω̃T
N(q

(0), q̇(0)) and421

(q(0), q̇(0)) is a geometric singularity. Moreover, since γk−1 = γk defines a hypersurface in R2N ×R2N ,422

(q(0), q̇(0)) is a limit of regular points.423

424
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Remark I.425

Numerical time integration of the semi-discrete equations of motion (70) has to deal with the426

singularity points of the symplectic form. While there are some numerical algorithms allowing one to427

get past singular hypersurfaces (see [17]), it might not be very practical from the application point of428

view. Note that, unlike in the continuous case, the time evolution of the meshpoints Xi’s is governed429

by the equations of motion, so the user does not have any influence on how the mesh is adapted. More430

importantly, there is no built-in mechanism that would prevent mesh tangling. Some preliminary431

numerical experiments show that the mesh points eventually collapse when started with nonzero432

initial velocities.433

Remark II.434

The singularities of the mass matrix (47) bear some similarities to the singularities of the mass435

matrices encountered in the Moving Finite Element method. In [24] and [25] the authors proposed436

introducing a small ‘internodal’ viscosity which penalizes the method for relative motion between the437

nodes and thus regularizes the mass matrix. A similar idea could be applied in our case: one could add438

some small ε kinetic terms to the Lagrangian (44) in order to regularize the Legendre Transform. In439

light of the remark made above, we did not follow this idea further and decided to take a different route440

instead, as described in the following sections. However, investigating further similarities between441

our variational approach and the Moving Finite Element method might be worthwhile. There also442

might be some connection to the r-adaptive method presented in [26]: the evolution of the mesh in that443

method is also set by the equations of motion, although the authors considered a different variational444

principle and different theoretical reasoning to justify the validity of their approach.445

3.5. Constraints and adaptation strategy446

As we saw in Section 3.4, upon discretization we lose the arbitrariness of X(x, t) and the evolution447

of Xi(t) is governed by the equations of motion, while we still want to be able to select a desired mesh448

adaptation strategy, like (28). This could be done by augmenting the Lagrangian (44) with Lagrange449

multipliers corresponding to each constraint gi. However, it is not obvious that the dynamics of the450

constrained system as defined would reflect in any way the behavior of the approximated system (42).451

We will show that the constraints can be added via Lagrange multipliers already at the continuous452

level (42) and the continuous system as defined can be then discretized to arrive at (44) with the desired453

adaptation constraints.454

3.5.1. Global constraint455

As mentioned before, eventually we would like to impose the constraints456

gi(y1, ..., yN , X1, ..., XN) = 0 i = 1, ..., N (76)

on the semi-discrete system (44). Let us assume that g : R2N −→ RN , g = (g1, ..., gN)
T is C1 and457

0 is a regular value of g, so that (76) defines a submanifold. To see how these constraints can be458

introduced at the continuous level, let us select uniformly distributed points xi = i · ∆x, i = 0, ..., N + 1,459

∆x = Xmax/(N + 1) and demand that the constraints460

gi

(
ϕ(x1, t), ..., ϕ(xN , t), X(x1, t), ..., X(xN , t)

)
= 0, i = 1, ..., N (77)

be satisfied by ϕ(x, t) and X(x, t). One way of imposing these constraints is solving the system461
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δ1S̃[ϕ, X] · δϕ(x, t) = 0 for all δϕ(x, t), (78)

gi

(
ϕ(x1, t), ..., ϕ(xN , t), X(x1, t), ..., X(xN , t)

)
= 0, i = 1, ..., N.

This system consists of one Euler-Lagrange equation that corresponds to extremizing S̃ with respect462

to ϕ (we saw in Section 3.1 that the other Euler-Lagrange equation is not independent) and a set463

of constraints enforced at some pre-selected points xi. Note, that upon finite element discretization464

on a mesh coinciding with the pre-selected points this system reduces to the approach presented in465

Section 2: we minimize the discrete action with respect to the yi’s only and supplement the resulting466

equations with the constraints (76).467

Another way that we want to explore consists in using Lagrange multipliers. Define the auxiliary468

action functional469

S̃C[ϕ, X, λk] = S̃[ϕ, X]−
N

∑
i=1

∫ Tmax

0
λi(t) · gi

(
ϕ(x1, t), ..., ϕ(xN , t), X(x1, t), ..., X(xN , t)

)
dt. (79)

We will assume that the Lagrange multipliers λi(t) are at least continuous in time. According to the470

method of Lagrange multipliers, we seek the stationary points of S̃C. This leads to the following system471

of equations472

δ1S̃[ϕ, X] · δϕ(x, t)−
N

∑
i=1

N

∑
j=1

∫ Tmax

0
λi(t)

∂gi
∂yj

δϕ(xj, t) dt = 0 for all δϕ(x, t),

δ2S̃[ϕ, X] · δX(x, t)−
N

∑
i=1

N

∑
j=1

∫ Tmax

0
λi(t)

∂gi
∂Xj

δX(xj, t) dt = 0 for all δX(x, t),

gi

(
ϕ(x1, t), ..., ϕ(xN , t), X(x1, t), ..., X(xN , t)

)
= 0, i = 1, ..., N, (80)

where for clarity we suppressed writing the arguments of ∂gi
∂yj

and ∂gi
∂Xj

.473

Equation (78) is more intuitive, because we directly use the arbitrariness of X(x, t) and simply474

restrict it further by imposing constraints. It is not immediately obvious how solutions of (78) and475

(80) relate to each other. We would like both systems to be ‘equivalent’ in some sense, or at least their476

solution sets to overlap. Let us investigate this issue in more detail.477

Suppose (ϕ, X) satisfy (78). Then it is quite trivial to see that (ϕ, X, λ1, ..., λN) such that λk ≡ 0478

satisfy (80): the second equation is implied by the first one and the other equations coincide with those479

of (78). At this point it should be obvious that system (80) may have more solutions for ϕ and X than480

system (78).481

Proposition 9. The only solutions (ϕ, X, λ1, ..., λN) to (80) that satisfy (78) as well are those with λk ≡ 0 for482

all k.483

Proof. Suppose (ϕ, X, λ1, ..., λN) satisfy both (78) and (80). System (78) implies that δ1S̃ · δϕ = 0 and484

δ2S̃ · δX = 0. Using this in system (80) gives485
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N

∑
j=1

∫ Tmax

0
dt δϕ(xj, t)

N

∑
i=1

λi(t)
∂gi
∂yj

= 0 for all δϕ(x, t),

N

∑
j=1

∫ Tmax

0
dt δX(xj, t)

N

∑
i=1

λi(t)
∂gi
∂Xj

= 0 for all δX(x, t). (81)

In particular, this has to hold for variations δϕ and δX such that δϕ(xj, t) = δX(xj, t) = ν(t) · δkj, where486

ν(t) is an arbitrary continuous function of time. If we further assume that for all x ∈ [0, Xmax] the487

functions ϕ(x, .) and X(x, .) are continuous, both ∑N
i=1 λi(t)

∂gi
∂yk

and ∑N
i=1 λi(t)

∂gi
∂Xk

are continuous and488

we get489

Dg
(

ϕ(x1, t), ..., ϕ(xN , t), X(x1, t), ..., X(xN , t)
)T
· λ(t) = 0 (82)

for all t, where λ = (λ1, ..., λN)
T and the N × 2N matrix Dg =

[
∂gi
∂yk

∂gi
∂Xk

]
i,k=1,...,N

is the derivative of g.490

Since we assumed that 0 is a regular value of g and the constraint g = 0 is satisfied by ϕ and X, we491

have that for all t the matrix Dg has full rank—that is, there exists a nonsingular N × N submatrix Ξ.492

Then the equation ΞTλ(t) = 0 implies λ ≡ 0.493

494

We see that considering Lagrange multipliers in (79) makes sense at the continuous level. We can495

now perform a finite element discretization. The auxiliary Lagrangian L̃C : Q×G×W×Z×RN −→ R496

corresponding to (79) can be written as497

L̃C[ϕ, X, ϕt, Xt, λk] = L̃[ϕ, X, ϕt, Xt]−
N

∑
i=1

λi · gi

(
ϕ(x1), ..., ϕ(xN), X(x1), ..., X(xN)

)
, (83)

where L̃ is the Lagrangian of the unconstrained theory and has been defined by (38). Let us choose a498

uniform mesh coinciding with the pre-selected points xi. As in Section 3.2, we consider the restriction499

L̃CN = L̃C|QN×GN×WN×ZN×RN and we get500

L̃CN(yi, Xj, ẏk, Ẋl , λm) = L̃N(yi, Xj, ẏk, Ẋl)−
N

∑
i=1

λi · gi(y1, ..., yN , X1, ..., XN). (84)

We see that the semi-discrete Lagrangian L̃CN is obtained from the semi-discrete Lagrangian L̃N by501

adding the constraints gi directly at the semi-discrete level, which is exactly what we set out to do at502

the beginning of this section. However, in the semi-discrete setting we cannot expect the Lagrange503

multipliers to vanish for solutions of interest. This is because there is no semi-discrete counterpart504

of Proposition 9. On one hand, the semi-discrete version of (78) (that is, the approach presented in505

Section 2) does not imply that δ2S̃ · δX = 0, so the above proof will not work. On the other hand,506

if we supplement (78) with the equation corresponding to variations of X, then the finite element507

discretization will not have solutions, unless the constraint functions are integrals of motion of the508

system described by L̃N(yi, Xj, ẏk, Ẋl), which generally is not the case. Nonetheless, it is reasonable509

to expect that if the continuous system (78) has a solution, then the Lagrange multipliers of the510

semi-discrete system (84) should remain small.511

Defining constraints by Equations (77) allowed us to use the same finite element discretization for512

both L̃ and the constraints, and to prove some correspondence between the solutions of (78) and (80).513

However, constraints (77) are global in the sense that they depend on the values of the fields ϕ and X514

at different points in space. Moreover, these constraints do not determine unique solutions to (78) and515

(80), which is a little cumbersome when discussing multisymplecticity (see Section 4).516
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3.5.2. Local constraint517

In Section 2.4 we discussed how some adaptation constraints of interest can be derived from518

certain partial differential equations based on the equidistribution principle, for instance equation (27).519

We can view these PDEs as local constraints that only depend on pointwise values of the fields ϕ, X520

and their spatial derivatives. Let G = G(ϕ, X, ϕx, Xx, ϕxx, Xxx, ...) represent such a local constraint.521

Then, similarly to (78), we can write our control-theoretic strategy from Section 2 as522

δ1S̃[ϕ, X] · δϕ(x, t) = 0 for all δϕ(x, t), (85)

G(ϕ, X, ϕx, Xx, ϕxx, Xxx, ...) = 0.

Note that higher order derivatives of the fields may require the use of higher degree basis functions523

than the ones in (9), or of finite differences instead.524

The Lagrange multiplier approach consists in defining the auxiliary Lagrangian525

L̃C[ϕ, X, ϕt, Xt, λ] = L̃[ϕ, X, ϕt, Xt]−
∫ Xmax

0
λ(x) · G(ϕ, X, ϕx, Xx, ϕxx, Xxx, ...) dx. (86)

Suppose that the pair (ϕ, X) satisfies (85). Then, much like in Section 3.5.1, one can easily check that526

the triple (ϕ, X, λ ≡ 0) satisfies the Euler-Lagrange equations associated with (86). However, an analog527

of Proposition 9 does not seem to be very interesting in this case, therefore we are not proving it here.528

Introducing the constraints this way is convenient, because the Lagrangian (86) then represents529

a constrained multisymplectic field theory with a local constraint, which makes the analysis of530

multisymplecticity easier (see Section 4). The disadvantage is that discretization of (86) requires531

mixed methods. We will use the linear finite elements (9) to discretize L̃[ϕ, X, ϕt, Xt], but the constraint532

term will be approximated via finite differences. This way we again obtain the semi-discrete Lagrangian533

(84), where gi represents the discretization of G at the point x = xi.534

In summary, the methods presented in Section 3.5.1 and Section 3.5.2 both lead to the same535

semi-discrete Lagrangian, but have different theoretical advantages.536

3.6. DAE formulation of the equations of motion537

The Lagrangian (84) can be written as538

L̃CN(q, q̇, λ) =
1
2

q̇T M̃N(q) q̇− RN(q)− λT g(q), (87)

where539

RN(q) =
N

∑
k=0

∫ xk+1

xk

R
(

γk, ykηk(x) + yk+1ηk+1(x)
)Xk+1 − Xk

∆x
dx. (88)

The Euler-Lagrange equations thus take the form540

q̇ = u,

M̃N(q) u̇ = f (q, u)− Dg(q)T λ,

g(q) = 0, (89)

where541

fk(q, u) = −∂RN
∂qk

+
2N

∑
i,j=1

(1
2

∂(M̃N)ij

∂qk
− ∂(M̃N)ki

∂qj

)
uiuj. (90)
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System (89) is to be solved for the unknown functions q(t), u(t) and λ(t). This is a DAE system542

of index 3, since we are lacking a differential equation for λ(t) and the constraint equation has to543

be differentiated three times in order to express λ̇ as a function of q, u and λ, provided that certain544

regularity conditions are satisfied. Let us determine these conditions. Differentiate the constraint545

equation with respect to time twice to obtain the acceleration level constraint546

Dg(q) u̇ = h(q, u), (91)

where547

hk(q, u) = −
2N

∑
i,j=1

∂2gk
∂qi∂qj

uiuj. (92)

We can then write (91) and the second equation of (89) together as548 (
M̃N(q) Dg(q)T

Dg(q) 0

)(
u̇
λ

)
=

(
f (q, u)
h(q, u)

)
. (93)

If we could solve this equation for u̇ and λ in terms of q and u, then we could simply differentiate the549

expression for λ one more time to obtain the missing differential equation, thus showing system (89) is550

of index 3. System (93) is solvable if its matrix is invertible. Hence, for system (89) to be of index 3 the551

following condition552

det

(
M̃N(q) Dg(q)T

Dg(q) 0

)
6= 0 (94)

has to be satisfied for all q or at least in a neighborhood of the points satisfying g(q) = 0. Note that553

with suitably chosen constraints this condition allows the mass matrix to be singular.554

We would like to perform time integration of this mechanical system using the symplectic555

(variational) Lobatto IIIA-IIIB quadratures for constrained systems (see [1], [12], [27], [28], [2], [29],556

[30], [31]). However, due to the singularity of the Runge-Kutta coefficient matrices (aij) and (āij) for557

the Lobatto IIIA and IIIB schemes, the assumption (94) does not guarantee that these quadratures558

define a unique numerical solution: the mass matrix would need to be invertible. To circumvent this559

numerical obstacle we resort to a trick described in [28]. We embed our mechanical system in a higher560

dimensional configuration space by adding slack degrees of freedom r and ṙ and form the augmented561

Lagrangian L̃A
N by modifying the kinetic term of L̃N to read562

L̃A
N(q, r, q̇, ṙ) =

1
2

(
q̇T ṙT

)
·
(

M̃N(q) Dg(q)T

Dg(q) 0

)
·
(

q̇
ṙ

)
− RN(q). (95)

Assuming (94), the augmented system has a non-singular mass matrix. If we multiply out the terms563

we obtain simply564

L̃A
N(q, r, q̇, ṙ) = L̃N(q, q̇) + ṙT Dg(q) q̇. (96)

This formula in fact holds for general Lagrangians, not only for (44). In addition to g(q) = 0 we further565

impose the constraint r = 0. Then the augmented constrained Lagrangian takes the form566

L̃A
CN(q, r, q̇, ṙ, λ, µ) = L̃N(q, q̇) + ṙT Dg(q) q̇− λT g(q)− µTr. (97)

The corresponding Euler-Lagrange equations are567
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q̇ = u,

ṙ = w,

M̃N(q) u̇ + Dg(q)T ẇ = f (q, u)− Dg(q)T λ,

Dg(q) u̇ = h(q, u)− µ,

g(q) = 0,

r = 0. (98)

It is straightforward to verify that r(t) = 0, w(t) = 0, µ(t) = 0 is the exact solution and the remaining568

equations reduce to (89), that is, the evolution of the augmented system coincides with the evolution of569

the original system, by construction. The advantage is that the augmented system is now regular and570

we can readily apply the Lobatto IIIA-IIIB method for constrained systems to compute a numerical571

solution. It should be intuitively clear that this numerical solution will approximate the solution of572

(89) as well. What is not immediately obvious is whether a variational integrator based on (96) can be573

interpreted as a variational integrator based on L̃N . This can be elegantly justified with the help of574

exact constrained discrete Lagrangians. Let N ⊂ QN × GN be the constraint submanifold defined by575

g(q) = 0. The exact constrained discrete Lagrangian L̃C,E
N : N ×N −→ R is defined by576

L̃C,E
N
(
q(1), q(2)

)
=
∫ ∆t

0
L̃N
(
q(t), q̇(t)

)
dt, (99)

where q(t) is the solution to the constrained Euler-Lagrange equations (89) such that it satisfies the577

boundary conditions q(0) = q(1) and q(∆t) = q(2). Note that N × {0} ⊂ (QN × GN)× RN is the578

constraint submanifold defined by g(q) = 0 and r = 0. Since necessarily r(1) = r(2) = 0, we can define579

the exact augmented constrained discrete Lagrangian L̃A,C,E
N : N ×N −→ R by580

L̃A,C,E
N

(
q(1), q(2)

)
=
∫ ∆t

0
L̃A

N
(
q(t), r(t), q̇(t), ṙ(t)

)
dt, (100)

where q(t), r(t) are the solutions to the augmented constrained Euler-Lagrange equations (98) such581

that the boundary conditions q(0) = q(1), q(∆t) = q(2) and r(0) = r(∆t) = 0 are satisfied.582

Proposition 10. The exact discrete Lagrangians L̃A,C,E
N and L̃C,E

N are equal.583

Proof. Let q(t) and r(t) be the solutions to (98) such that the boundary conditions q(0) = q(1),584

q(∆t) = q(2) and r(0) = r(∆t) = 0 are satisfied. As argued before, we in fact have r(t) = 0 and q(t)585

satisfies (89) as well. By (96) we have586

L̃A
N
(
q(t), r(t), q̇(t), ṙ(t)

)
= L̃N

(
q(t), q̇(t)

)
for all t ∈ [0, ∆t], and consequently L̃A,C,E

N = L̃C,E
N .587

588

This means that any discrete Lagrangian L̃d : (QN × GN) × RN × (QN × GN) × RN −→ R that589

approximates L̃A,C,E
N to order s also approximates L̃C,E

N to the same order, that is, a variational integrator590

for (98), in particular our Lobatto IIIA-IIIB scheme, is also a variational integrator for (89).591

Backward error analysis.592

The advantage of the Lagrange multiplier approach is the fact that upon spatial discretization593

we deal with a constrained mechanical system. Backward error analysis of symplectic/variational594

numerical schemes for such systems shows that the modified equations also describe a constrained595

mechanical system for a nearby Hamiltonian (see Theorem 5.6 in Section IX.5.2 of [1]). Therefore,596
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we expect the Lagrange multiplier strategy to demonstrate better performance in terms of energy597

conservation than the control-theoretic strategy. The Lagrange multiplier approach makes better use of598

the geometry underlying the field theory we consider, the key idea being to treat the reparametrization599

field X(x, t) as an additional dynamical degree of freedom on equal footing with ϕ(x, t).600

4. Multisymplectic field theory formalism601

In Section 2 and Section 3 we took the view of infinite dimensional manifolds of fields as602

configuration spaces and presented a way to construct space-adaptive variational integrators in603

that formalism. We essentially applied symplectic integrators to semi-discretized Lagrangian field604

theories. In this section we show how r-adaptive integrators can be described in the more general605

framework of multisymplectic geometry. In particular we show that some of the integrators obtained606

in the previous sections can be interpreted as multisymplectic variational integrators. Multisymplectic607

geometry provides a covariant formalism for the study of field theories in which time and space608

are treated on equal footing, as a conseqence of which multisymplectic variational integrators allow609

for more general discretizations of spacetime, such that, for instance, each element of space may be610

integrated with a different timestep (see [4]). For the convenience of the reader, below we briefly611

review some background material and provide relevant references for further details. We then proceed612

to reformulate our adaptation strategies in the language of multisymplectic field theory.613

4.1. Background material614

Lagrangian mechanics and Veselov-type discretizations615

Let Q be the configuration manifold of a certain mechanical system and TQ its tangent bundle.616

Denote the coordinates on Q by qi, and on TQ by (qi, q̇i), where i = 1, 2, ..., n. The system is617

described by defining the Lagrangian L : TQ −→ R and the corresponding action functional618

S[q(t)] =
∫ b

a L
(
qi(t), q̇i(t)

)
dt. The dynamics is obtained through Hamilton’s principle, which seeks the619

curves q(t) for which the functional S[q(t)] is stationary under variations of q(t) with fixed endpoints,620

i.e. we seek q(t) such that621

dS[q(t)] · δq(t) =
d
dε

∣∣∣∣
ε=0

S[qε(t)] = 0 (101)

for all δq(t) with δq(a) = δq(b) = 0, where qε(t) is a smooth family of curves satisfying q0 = q and622

d
dε

∣∣
ε=0qε = δq. By using integration by parts, the Euler-Lagrange equations follow as623

∂L
∂qi −

d
dt

∂L
∂q̇i = 0. (102)

The canonical symplectic form Ω on T∗Q, the 2n-dimensional cotangent bundle of Q, is given by624

Ω = dqi ∧ dpi, where summation over i is implied and (qi, pi) are the canonical coordinates on T∗Q.625

The Lagrangian defines the Legendre transformation FL : TQ −→ T∗Q, which in coordinates is626

given by (qi, pi) = (qi, ∂L
∂q̇i ). We then define the Lagrange 2-form on TQ by pulling back the canonical627

symplectic form, i.e. ΩL = FL∗Ω. If the Legendre transformation is a local diffeomorphism, then ΩL628

is a symplectic form. The Lagrange vector field is a vector field XE on TQ that satisfies XEyΩL = dE,629

where the energy E is defined by E(vq) = FL(vq) · vq − L(vq) and y denotes the interior product,630

i.e. the contraction of a differential form with a vector field. It can be shown that the flow Ft of this631

vector field preserves the symplectic form, that is, F∗t ΩL = ΩL. The flow Ft is obtained by solving the632

Euler-Lagrange equations (102).633
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For a Veselov-type discretization we essentially replace TQ with Q × Q, which serves as a634

discrete approximation of the tangent bundle. We define a discrete Lagrangian Ld as a smooth map635

Ld : Q × Q −→ R and the corresponding discrete action S = ∑N−1
k=0 Ld(qk, qk+1). The variational636

principle now seeks a sequence q0, q1, ..., qN that extremizes S for variations holding the endpoints q0637

and qN fixed. The Discrete Euler-Lagrange equations follow638

D2Ld(qk−1, qk) + D1Ld(qk, qk+1) = 0. (103)

This implicitly defines a discrete flow F : Q× Q −→ Q× Q such that F(qk−1, qk) = (qk, qk+1). One639

can define the discrete Lagrange 2-form on Q×Q by ωL = ∂2Ld

∂qi
0∂qj

1

dqi
0 ∧ dqj

1, where (qi
0, qj

1) denotes the640

coordinates on Q×Q. It then follows that the discrete flow F is symplectic, i.e. F∗ωL = ωL.641

Given a continuous Lagrangian system with L : TQ −→ R one chooses a corresponding discrete642

Lagrangian as an approximation Ld(qk, qk+1) ≈
∫ tk+1

tk
L
(
q(t), q̇(t)

)
dt, where q(t) is the solution of the643

Euler-Lagrange equations corresponding to L with the boundary values q(tk) = qk and q(tk+1) = qk+1.644

For more details regarding Lagrangian mechanics, variational principles, and symplectic geometry,645

see [32]. Discrete Mechanics and variational integrators are discussed in [2].646

Multisymplectic geometry and Lagrangian field theory647

Let X be an oriented manifold representing the (n + 1)-dimensional spacetime with local648

coordinates (x0, x1, . . . , xn) ≡ (t, x), where x0 ≡ t is time and (x1, . . . , xn) ≡ x are space coordinates.649

Physical fields are sections of a configuration fiber bundle πXY : Y −→ X , that is, continuous maps650

φ : X −→ Y such that πXY ◦ φ = idX . This means that for every (t, x) ∈ X , φ(t, x) is in the fiber over651

(t, x), which is Y(t,x) = π−1
XY((t, x)). The evolution of the field takes place on the first jet bundle J1Y,652

which is the analog of TQ for mechanical systems. J1Y is defined as the affine bundle over Y such that653

for y ∈ Y(t,x) the fiber J1
yY consists of linear maps ϑ : T(t,x)X → TyY satisfying the condition TπXY ◦ϑ =654

idT(t,x)X . The local coordinates (xµ, ya) on Y induce the coordinates (xµ, ya, va
µ) on J1Y. Intuitively,655

the first jet bundle consists of the configuration bundle Y, and of the first partial derivatives of the656

field variables with respect to the independent variables. Let φ(x0, . . . , xn) = (x0, . . . , xn, y1, . . . , ym)657

in coordinates and let va
µ = ya

,µ = ∂ya/∂xµ denote the partial derivatives. We can think of J1Y658

as a fiber bundle over X . Given a section φ : X −→ Y, we can define its first jet prolongation659

j1φ : X −→ J1Y, in coordinates given by j1φ(x0, x1, . . . , xn) = (x0, x1, . . . , xn, y1, . . . , ym, y1
,0, . . . , ym

,n),660

which is a section of the fiber bundle J1Y over X . For higher order field theories we consider higher661

order jet bundles, defined iteratively by J2Y = J1(J1Y) and so on. The local coordinates on J2Y are662

denoted (xµ, ya, va
µ, wa

µ, κa
µν). The second jet prolongation j2φ : X −→ J2Y is given in coordinates by663

j2φ(xµ) = (xµ, ya, ya
,µ, ya

,µ, ya
,µ,ν).664

Lagrangian density for first order field theories is defined as a map L : J1Y −→ R. The665

corresponding action functional is S[φ] =
∫
U L(j1φ) dn+1x, where U ⊂ X . Hamilton’s principle666

seeks fields φ(t, x) that extremize S, that is667

d
dλ

∣∣∣∣
λ=0

S[ηλ
Y ◦ φ] = 0 (104)

for all ηλ
Y that keep the boundary conditions on ∂U fixed, where ηλ

Y : Y −→ Y is the flow of a vertical668

vector field V on Y. This leads to the Euler-Lagrange equations669

∂L
∂ya (j1φ)− ∂

∂xµ

(
∂L

∂va
µ
(j1φ)

)
= 0. (105)

Given the Lagrangian density L one can define the Cartan (n + 1)-form ΘL on J1Y, in local coordinates670

given by ΘL = ∂L
∂va

µ
dya ∧ dnxµ + (L− ∂L

∂va
µ

va
µ)dn+1x, where dnxµ = ∂µ y dn+1x. The multisymplectic671

(n + 2)-form is then defined by ΩL = −dΘL. Let P be the set of solutions of the Euler-Lagrange672
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equations, that is, the set of sections φ satisfying (104) or (105). For a given φ ∈ P , let F be the set of673

first variations, that is, the set of vector fields V on J1Y such that (t, x)→ ηε
Y ◦ φ(t, x) is also a solution,674

where ηε
Y is the flow of V. The multisymplectic form formula states that if φ ∈ P then for all V and W675

in F ,676 ∫
∂U
(j1φ)∗

(
j1V y j1W yΩL

)
= 0, (106)

where j1V is the jet prolongation of V, that is, the vector field on J1Y in local coordinates given by677

j1V = (Vµ, Va, ∂Va

∂xµ + ∂Va

∂yb vb
µ − va

ν
∂Vν

∂xµ ), where V = (Vµ, Va) in local coordinates. The multisymplectic678

form formula is the multisymplectic counterpart of the fact that in finite-dimensional mechanics, the679

flow of a mechanical system consists of symplectic maps.680

For a kth-order Lagrangian field theory with the Lagrangian density L : JkY −→ R, analogous681

geometric structures are defined on J2k−1Y. In particular, for a second-order field theory the682

multisymplectic (n + 2)-form ΩL is defined on J3Y and a similar multisymplectic form formula683

can be proven. If the Lagrangian density does not depend on the second order time derivatives of the684

field, it is convenient to define the subbundle J2
0Y ⊂ J2Y such that J2

0Y = {ϑ ∈ J2Y | κa
00 = 0}.685

For more information about the geometry of jet bundles, see [33]. The multisymplectic formalism686

in field theory is discussed in [34]. The multisymplectic form formula for first-order field theories is687

derived in [3], and generalized for second-order field theories in [35]. Higher order field theory is688

considered in [36].689

Multisymplectic variational integrators690

Veselov-type discretization can be generalized to multisymplectic field theory. We take X =691

Z×Z = {(j, i)}, where for simplicity we consider dimX = 2, i.e. n = 1. The configuration fiber bundle692

is Y = X ×F for some smooth manifold F . The fiber over (j, i) ∈ X is denoted Yji and its elements693

yji. A rectangle � of X is an ordered 4-tuple of the form � =
(
(j, i), (j, i + 1), (j + 1, i + 1), (j + 1, i)

)
=694

(�1,�2,�3,�4). The set of all rectangles in X is denoted X�. A point (j, i) is touched by a rectangle695

if it is a vertex of that rectangle. Let U ⊂ X . Then (j, i) ∈ U is an interior point of U if U contains696

all four rectangles that touch (j, i). The interior intU is the set of all interior points of U . The closure697

clU is the union of all rectangles touching interior points of U . The boundary of U is defined by698

∂U = (U ∩ clU )\intU . A section of Y is a map φ : U ⊂ X → Y such that φ(j, i) ∈ Yji. We can now699

define the discrete first jet bundle of Y as700

J1Y =
{
(yji, yj i+1, yj+1 i+1, yj+1 i)

∣∣ (j, i) ∈ X , yji, yj i+1, yj+1 i+1, yj+1 i ∈ F
}

= X� ×F 4. (107)

Intuitively, the discrete first jet bundle is the set of all rectangles together with four values assigned to701

their vertices. Those four values are enough to approximate the first derivatives of a smooth section702

with respect to time and space using, for instance, finite differences. The first jet prolongation of703

a section φ of Y is the map j1φ : X� → J1Y defined by j1φ(�) = (�, φ(�1), φ(�2), φ(�3), φ(�4)).704

For a vector field V on Y, let Vji be its restriction to Yji. Define a discrete Lagrangian L : J1Y → R,705

L = L(y1, y2, y3, y4), where for convenience we omit writing the base rectangle. The associated discrete706

action is given by707

S[φ] = ∑
�⊂U

L ◦ j1φ(�).

The discrete variational principle seeks sections that extremize the discrete action, that is, mappings708

φ(j, i) such that709
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d
dλ

∣∣∣∣
λ=0

S[φλ] = 0 (108)

for all vector fields V on Y that keep the boundary conditions on ∂U fixed, where φλ(j, i) = F
Vji
λ (φ(j, i))710

and F
Vji
λ is the flow of Vji on F . This is equivalent to the discrete Euler-Lagrange equations711

∂L
∂y1

(yji, yj i+1, yj+1 i+1, yj+1 i) +
∂L
∂y2

(yj i−1, yji, yj+1 i, yj+1 i−1)+

+
∂L
∂y3

(yj−1 i−1, yj−1 i, yji, yj i−1) +
∂L
∂y4

(yj−1 i, yj−1 i+1, yj i+1, yji) = 0 (109)

for all (j, i) ∈ intU , where we adopt the convention φ(j, i) = yji. In analogy to the Veselov discretization712

of mechanics, we can define four 2-forms Ωl
L on J1Y, where l = 1, 2, 3, 4 and Ω1

L + Ω2
L + Ω3

L + Ω4
L = 0,713

that is, only three 2-forms of these forms are independent. The 4-tuple (Ω1
L, Ω2

L, Ω3
L, Ω4

L) is the discrete714

analog of the multisymplectic form ΩL. We refer the reader to the literature for details, e.g. [3]. By715

analogy to the continuous case, let P be the set of solutions of the discrete Euler-Lagrange equations716

(109). For a given φ ∈ P , let F be the set of first variations, that is, the set of vector fields V on J1Y717

defined similarly as in the continuous case. The discrete multisymplectic form formula then states that718

if φ ∈ P then for all V and W in F ,719

∑
�

�∩U 6=∅

(
∑

l
�l∈∂U

[
(j1φ)∗(j1V y j1W yΩl

L)
]
(�)

)
= 0, (110)

where the jet prolongations are defined to be720

j1V(y�1 , y�2 , y�3 , y�4) =
(
V�1(y�1), V�2(y�2), V�3(y�3), V�4(y�4)

)
. (111)

The discrete form formula (110) is in direct analogy to the multisymplectic form formula (106) that721

holds in the continuous case.722

Given a continuous Lagrangian density L one chooses a corresponding discrete Lagrangian as723

an approximation L(y�1 , y�2 , y�3 , y�4) ≈
∫
� L ◦ j1φ̄ dx dt, where � is the rectangular region of the724

continuous spacetime that contains � and φ̄(t, x) is the solution of the Euler-Lagrange equations725

corresponding to L with the boundary values at the vertices of � corresponding to y�1 , y�2 , y�3 , and726

y�4 .727

The discrete second jet bundle J2Y can be defined by considering ordered 9-tuples728

� =
(
(j− 1, i− 1), (j− 1, i), (j− 1, i + 1), (j, i− 1),

(j, i), (j, i + 1), (j + 1, i− 1), (j + 1, i), (j + 1, i + 1)
)

= (�1,�2,�3,�4,�5,�6,�7,�8,�9) (112)

instead of rectangles �, and the discrete subbundle J2
0Y can be defined by considering 6-tuples729

� =
(
(j, i− 1), (j, i), (j, i + 1), (j + 1, i + 1), (j + 1, i), (j + 1, i− 1)

)
= (�1,�2,�3,�4,�5,�6). (113)

Similar constructions then follow and a similar discrete multisymplectic form formula can be derived730

for a second order field theory.731
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Multisymplectic variational integrators for first order field theories are introduced in [3], and732

generalized for second-order field theories in [35].733

4.2. Analysis of the control-theoretic approach734

Continuous setting735

We now discuss a multisymplectic setting for the approach presented in Section 2. Let the736

computational spacetime be X = R×R with coordinates (t, x) and consider the trivial configuration737

bundle Y = X × R with coordinates (t, x, y). Let U = [0, Tmax] × [0, Xmax] and let our scalar field738

be represented by a section ϕ̃ : U −→ Y with the coordinate representation ϕ̃(t, x) = (t, x, ϕ(t, x)).739

Let (t, x, y, vt, vx) denote local coordinates on J1Y. In these coordinates the first jet prolongation of ϕ̃740

is represented by j1 ϕ̃(t, x) = (t, x, ϕ(t, x), ϕt(t, x), ϕx(t, x)). Then the Lagrangian density (6) can be741

viewed as a mapping L̃ : J1Y −→ R. The corresponding action (3) can now be expressed as742

S̃[ϕ̃] =
∫
U
L̃
(

j1 ϕ̃
)

dt ∧ dx, (114)

Just like in Section 2, let us for the moment assume that the function X : U −→ [0, Xmax] is known, so743

that we can view L̃ as being time and space dependent. The dynamics is obtained by extremizing S̃744

with respect to ϕ̃, that is, by solving for ϕ̃ such that745

d
dλ

∣∣∣∣
λ=0

S̃[ηλ
Y ◦ ϕ̃] = 0 (115)

for all ηλ
Y that keep the boundary conditions on ∂U fixed, where ηλ

Y : Y −→ Y is the flow of a vertical746

vector field V on Y. Therefore, for an a priori known X(t, x) the multisymplectic form formula (106) is747

satisfied for solutions of (115).748

Consider the additional bundle πXB : B = X × [0, Xmax] −→ X whose sections X̃ : U −→ B749

represent our diffeomorphisms. Let X̃(t, x) = (t, x, X(t, x)) denote a local coordinate representation750

and assume X(t, .) is a diffeomorphism. Then define Ỹ = Y ⊕ B. We have JkỸ ∼= JkY ⊕ JkB. In751

Section 3.5.2 we argued that the moving mesh partial differential equation (25) can be interpreted as752

a local constraint on the fields ϕ̃, X̃ and their spatial derivatives. This constraint can be represented753

by a function G : JkỸ −→ R. Sections ϕ̃ and X̃ satisfy the constraint if G(jk ϕ̃, jkX̃) = 0. Therefore our754

control-theoretic strategy expressed in equations (85) can be rewritten as755

d
dλ

∣∣∣∣
λ=0

S̃[ηλ
Y ◦ ϕ̃] = 0,

G(jk ϕ̃, jkX̃) = 0, (116)

for all ηλ
Y, similarly as above. Let us argue how to interpret the notion of multisymplecticity for this756

problem. Intuitively, multisymplecticity should be understood in a sense similar to Proposition 3.757

We first solve the problem (116) for ϕ̃ and X̃, given some initial and boundary conditions. Then we758

substitute this X̃ into the problem (115). Let P be the set of solutions to this problem. Naturally, ϕ̃ ∈ P .759

The multisymplectic form formula (106) will be satisfied for all fields in P , but the constraint G = 0760

will be satisfied only for ϕ̃.761

Discretization762

Discretize the computational spacetime R×R by picking the discrete set of points tj = j · ∆t,763

xi = i · ∆x, and define X = {(j, i) | j, i ∈ Z}. Let X� and X� be the set of rectangles and 6-tuples in764

X , respectively. The discrete configuration bundle is Y = X ×R and for convenience of notation let765

the elements of the fiber Yji be denoted by yj
i . Let U = {(j, i) | j = 0, 1, . . . , M + 1, i = 0, 1, . . . , N + 1},766
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where ∆x = Xmax/(N + 1) and ∆t = Tmax/(M + 1). Suppose we have a discrete Lagrangian L̃ :767

J1Y −→ R and the corresponding discrete action S̃ that approximates (114), where we assume that768

X(t, x) is known and of the form (10). A variational integrator is obtained by solving769

d
dλ

∣∣∣∣
λ=0

S̃[ϕ̃λ] = 0 (117)

for a discrete section ϕ̃ : U −→ Y, as described in Section 4.1. This integrator is multisymplectic, i.e.770

the discrete multisymplectic form formula (110) is satisfied.771

Example: Midpoint rule.772

In (20) consider the 1-stage symplectic partitioned Runge-Kutta method with the coefficients773

a11 = ā11 = c1 = 1/2 and b1 = b̄1 = 1. This method is often called the midpoint rule and is a 2-nd774

order member of the Gauss family of quadratures. It can be easily shown (see [1], [2]) that the discrete775

Lagrangian (15) for this method is given by776

L̃d(tj, yj, tj+1, yj+1) = ∆t · L̃N

(
yj + yj+1

2
,

yj+1 − yj

∆t
, tj +

1
2

∆t
)

, (118)

where ∆t = tj+1 − tj and yj = (yj
1, . . . , yj

N). Using (5) and (13) we can write777

L̃d(tj, yj, tj+1, yj+1) =
N

∑
i=0

L̃
(
yj

i , yj
i+1, yj+1

i+1 , yj+1
i
)
, (119)

where we defined the discrete Lagrangian L̃ : J1Y −→ R by the formula778

L̃(yj
i , yj

i+1, yj+1
i+1 , yj+1

i ) = ∆t
∫ xi+1

xi

L̃
(

ϕ̄(x), ϕ̄x(x), ϕ̄t(x), x, tj +
1
2

∆t
)

dx (120)

with779

ϕ̄(x) =
yj

i + yj+1
i

2
ηi(x) +

yj
i+1 + yj+1

i+1
2

ηi+1(x),

ϕ̄x(x) =
1
2

yj
i+1 − yj

i
∆x

+
1
2

yj+1
i+1 − yj+1

i
∆x

,

ϕ̄t(x) =
yj+1

i − yj
i

∆t
ηi(x) +

yj+1
i+1 − yj

i+1
∆t

ηi+1(x). (121)

Given the Lagrangian density L̃ as in (6), and assuming X(t, x) is known, one can evaluate the integral780

in (120) explicitly. It is now a straightforward calculation to show that the discrete variational principle781

(117) for the discrete Lagrangian L̃ as defined is equivalent to the Discrete Euler-Lagrange equations782

(103) for L̃d, and consequently to (20).783

This shows that the 2-nd order Gauss method applied to (20) defines a multisymplectic method784

in the sense of formula (110). However, for other symplectic partitioned Runge-Kutta methods of785

interest to us, namely the 4-th order Gauss and the 2-nd/4-th order Lobatto IIIA-IIIB methods, it is not786

possible to isolate a discrete Lagrangian L̃ that would only depend on four values yj
i , yj

i+1, yj+1
i+1 , yj+1

i .787

The mentioned methods have more internal stages, and the equations (20) couple them in a nontrivial788

way. Effectively, at any given time step the internal stages depend on all the values yj
1, . . . , yj

N and yj+1
1 ,789

. . . , yj+1
N , and it it not possible to express the discrete Lagrangian (15) as a sum similar to (119). The790

resulting integrators are still variational, since they are derived by applying the discrete variational791

principle (117) to some discrete action S̃, but this action cannot be expressed as the sum of L̃ over all792
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rectangles. Therefore, these integrators are not multisymplectic, at least not in the sense of formula793

(110).794

Constraints.795

Let the additional bundle be B = X × [0, Xmax] and denote by Xn
j the elements of the fiber Bji.796

Define Ỹ = Y⊕B. We have JkỸ ∼= JkY⊕ JkB. Suppose G : JkỸ −→ R represents a discretization of797

the continuous constraint. For instance, one can enforce a uniform mesh by defining G : J1Ỹ → R,798

G(j1 ϕ̃, j1X̃) = Xx − 1 at the continuous level. The discrete counterpart will be defined on the discrete799

jet bundle J1Ỹ by the formula800

G(yj
i , yj

i+1, yj+1
i+1 , yj+1

i , X j
i , X j

i+1, X j+1
i+1 , X j+1

i ) =
X j

i+1 − X j
i

∆x
− 1. (122)

Arc-length equidistribution can be realized by enforcing (27), that is, G : J2
0 Ỹ → R, G(j20 ϕ̃, j20X̃) =801

α2 ϕx ϕxx + XxXxx. The discrete counterpart will be defined on the discrete subbundle J2
0 Ỹ by the802

formula803

G(y
�l , X�r ) = α2(y

�3 − y
�2)2 + (X

�3 − X
�2)2 − α2(y

�2 − y
�1)2 − (X

�2 − X
�1)2, (123)

where for convenience we used the notation introduced in (113) and l, r = 1, . . . , 6. Note that (123)804

coincides with (28). In fact, gi in (28) is nothing else but G computed on an element of J2
0 Ỹ over the805

base 6-tuple � such that �2 = (j, i). The only difference is that in (28) we assumed gi might depend on806

all the field values at a given time step, while G only takes arguments locally, i.e. it depends on at most807

6 field values on a given 6-tuple.808

A numerical scheme is now obtained by simultaneously solving the discrete Euler-Lagrange809

equations (109) resulting from (117) and the equation G = 0. If we know yj−1
i , X j−1

i , yj
i and X j

i for810

i = 1, . . . , N, this system of equations allows us to solve for yj+1
i , X j+1

i . This numerical scheme is811

multisymplectic in the sense similar to Proposition 4. If we take X(t, x) to be a sufficiently smooth812

interpolation of the values X j
i and substitute it in the problem (117), then the resulting multisymplectic813

integrator will yield the same numerical values yj+1
i .814

4.3. Analysis of the Lagrange multiplier approach815

Continuous setting816

We now turn to describing the Lagrange multiplier approach in a multisymplectic setting.817

Similarly as in Section 4.2, let the computational spacetime be X = R× [0, Xmax] with coordinates818

(t, x) and consider the trivial configuration bundles πXY : Y = X × R −→ X and πXB : B =819

X × [0, Xmax] −→ X . Let our scalar field be represented by a section ϕ̃ : X −→ Y with the coordinate820

representation ϕ̃(t, x) = (t, x, ϕ(t, x)) and our diffeomorphism by a section X̃ : X −→ B with the local821

representation X̃(t, x) = (t, x, X(t, x)). Let the total configuration bundle be Ỹ = Y ⊕ B. Then the822

Lagrangian density (6) can be viewed as a mapping L̃ : J1Ỹ ∼= J1Y⊕ J1B −→ R. The corresponding823

action (3) can now be expressed as824

S̃[ϕ̃, X̃] =
∫
U
L̃
(

j1 ϕ̃, j1X̃
)

dt ∧ dx, (124)

where U = [0, Tmax]× [0, Xmax]. As before, the MMPDE constraint can be represented by a function825

G : JkỸ −→ R. Two sections ϕ̃ and X̃ satisfy the constraint if826

G(jk ϕ̃, jkX̃) = 0. (125)
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Vakonomic formulation.827

We now face the problem of finding the right equations of motion. We want to extremize the action828

functional (124) in some sense, subject to the constraint (125). Note that the constraint is essentially829

nonholonomic, as it depends on the derivatives of the fields. Assuming G is a submersion, G = 0830

defines a submanifold of JkỸ, but this submanifold will not in general be the k-th jet of any subbundle831

of Ỹ. Two distinct approaches are possible here. One could follow the Lagrange-d’Alembert principle832

and take variations of S̃ first, but choosing variations V (vertical vector fields on Ỹ) such that the833

jet prolongations jkV are tangent to the submanifold G = 0, and then enforce the constraint G = 0.834

On the other hand, one could consider the variational nonholonomic problem (also called vakonomic),835

and minimize S̃ over the set of all sections (ϕ̃, X̃) that satisfy the constraint G = 0, that is, enforce836

the constraint before taking the variations. If the constraint is holonomic, both approaches yield the837

same equations of motion. However, if the constraint is nonholonomic, the resulting equations are838

in general different. Which equations are correct is really a matter of experimental verification. It839

has been established that the Lagrange-d’Alembert principle gives the right equations of motion for840

nonholonomic mechanical systems, whereas the vakonomic setting is appropriate for optimal control841

problems (see [37], [38], [39], [40]).842

We will argue that the vakonomic approach is the right one in our case. In Proposition 5 we843

showed that in the unconstrained case extremizing S[φ] with respect to φ was equivalent to extremizing844

S̃[ϕ̃, X̃] with respect to ϕ̃, and in Proposition 6 we showed that extremizing with respect to X̃ did not845

yield new information. This is because there was no restriction on the fields ϕ̃ and X̃, and for any given846

X̃ there was a one-to-one correspondence between φ and ϕ̃ given by the formula ϕ(t, x) = φ(t, X(t, x)),847

so extremizing over all possible ϕ̃ was equivalent to extremizing over all possible φ. Now, let N be the848

set of all smooth sections (ϕ̃, X̃) that satisfy the constraint (125) such that X(t, .) is a diffeomorphism849

for all t. It should be intuitively clear that under appropriate assumptions on the mesh density850

function ρ, for any given smooth function φ(t, X), equation (25) together with ϕ(t, x) = φ(t, X(t, x))851

define a unique pair (ϕ̃, X̃) ∈ N (since our main purpose here is to only justify the application of the852

vakonomic approach, we do not attempt to specify those analytic assumptions precisely). Conversely,853

any given pair (ϕ̃, X̃) ∈ N defines a unique function φ through the formula φ(t, X) = ϕ(t, ξ(t, X)),854

where ξ(t, .) = X(t, .)−1, as in Section 3.1. Given this one-to-one correspondence and the fact that855

S[φ] = S̃[ϕ̃, X̃] by definition, we see that extremizing S with respect to all smooth φ is equivalent856

to extremizing S̃ over all smooth sections (ϕ̃, X̃) ∈ N . We conclude that the vakonomic approach857

is appropriate in our case, since it follows from Hamilton’s principle for the original, physically858

meaningful, action functional S.859

Let us also note that our constraint depends on spatial derivatives only. Therefore, in the860

setting presented in Section 2 and Section 3 it can be considered holonomic, as it restricts the861

infinite-dimensional configuration manifold of fields that we used as our configuration space. In862

that case it is valid to use Hamilton’s principle and minimize the action functional over the set of all863

allowable fields, i.e. those that satisfy the constraint G = 0. We did that by considering the augmented864

instantaneous Lagrangian (86).865

In order to minimize S̃ over the set of sections satisfying the constraint (125) we will use the866

bundle-theoretic version of the Lagrange multiplier theorem, which we cite below after [41].867

Theorem 1 (Lagrange multiplier theorem). Let πM,E : E −→ M be an inner product bundle over a868

smooth manifoldM, Ψ a smooth section of πM,E , and h :M−→ R a smooth function. Setting N = Ψ−1(0),869

the following are equivalent:870

1. σ ∈ N is an extremum of h|N ,871

2. there exists an extremum σ̄ ∈ E of h̄ : E −→ R such that πM,E (σ̄) = σ,872

where h̄(σ̄) = h(πM,E (σ̄))−
〈
σ̄, Ψ(πM,E (σ̄))

〉
E .873

874
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Let us briefly review the ideas presented in [41], adjusting the notation to our problem and875

generalizing when necessary. Let876

C∞
U (Ỹ) = {σ = (ϕ̃, X̃) : U ⊂ X −→ Ỹ} (126)

be the set of smooth sections of πX Ỹ on U . Then S̃ : C∞
U (Ỹ) −→ R can be identified with h in Theorem 1,877

whereM = C∞
U (Ỹ). Furthermore, define the trivial bundle878

πXV : V = X ×R −→ X (127)

and let C∞
U (V) be the set of smooth sections λ̃ : U −→ V , which represent our Lagrange multipliers879

and in local coordinates have the representation λ̃(t, x) = (t, x, λ(t, x)). The set C∞
U (V) is an inner880

product space with 〈λ̃1, λ̃2〉 =
∫
U λ1λ2 dt ∧ dx. Take881

E = C∞
U (Ỹ)× C∞

U (V). (128)

This is an inner product bundle over C∞
U (Ỹ) with the inner product defined by882 〈

(σ, λ̃1), (σ, λ̃2)
〉
E
= 〈λ̃1, λ̃2〉. (129)

We now have to construct a smooth section Ψ : C∞
U (Ỹ) −→ E that will realize our constraint (125).883

Define the fiber-preserving mapping G̃ : JkỸ −→ V such that for ϑ ∈ JkỸ884

G̃(ϑ) =
(
πX ,JkỸ(ϑ), G(ϑ)

)
. (130)

For instance, for k = 1, in local coordinates we have G̃(t, x, y, vt, vx) = (t, x, G(t, x, y, vt, vx)). Then we885

can define886

Ψ(σ) = (σ, G̃ ◦ jkσ). (131)

The set of allowable sections N ⊂ C∞
U (Ỹ) is now defined by N = Ψ−1(0). That is, (ϕ̃, X̃) ∈ N887

provided that G(jk ϕ̃, jkX̃) = 0.888

The augmented action functional S̃C : E −→ R is now given by889

S̃C[σ̄] = S̃[πM,E (σ̄)]−
〈
σ̄, Ψ(πM,E (σ̄))

〉
E , (132)

or denoting σ̄ = (ϕ̃, X̃, λ̃)890

S̃C[ϕ̃, X̃, λ̃] = S̃[ϕ̃, X̃]−
〈
λ̃, G̃ ◦ (jk ϕ̃, jkX̃)

〉
=
∫
U
L̃
(

j1 ϕ̃, j1X̃
)

dt ∧ dx−
∫
U

λ(t, x) G(jk ϕ̃, jkX̃) dt ∧ dx

=
∫
U

[
L̃
(

j1 ϕ̃, j1X̃
)
− λ(t, x) G(jk ϕ̃, jkX̃)

]
dt ∧ dx. (133)

Theorem 1 states, that if (ϕ̃, X̃, λ̃) is an extremum of S̃C, then (ϕ̃, X̃) extremizes S̃ over the set N of891

sections satisfying the constraint G = 0. Note that using the multisymplectic formalism we obtained892

the same result as (86) in the instantaneous formulation, where we could treat G as a holonomic893

constraint. The dynamics is obtained by solving for a triple (ϕ̃, X̃, λ̃) such that894

d
dε

∣∣∣∣
ε=0

S̃C[η
ε
Y ◦ ϕ̃, ηε

B ◦ X̃, ηε
V ◦ λ̃] = 0 (134)

for all ηε
Y, ηε

B , ηε
V that keep the boundary conditions on ∂U fixed, where ηε denotes the flow of vertical895

vector fields on respective bundles.896



Version July 18, 2019 submitted to Mathematics 34 of 56

Note that we can define ỸC = Y ⊕ B ⊕ V and L̃C : JkỸC −→ R by setting L̃C = L̃ − λ · G,897

i.e., we can consider a k-th order field theory. If k = 1, 2 then an appropriate multisymplectic form898

formula in terms of the fields ϕ̃, X̃ and λ̃ will hold. Presumably, this can be generalized for k > 2899

using the techniques put forth in [35]. However, it is an interesting question whether there exists any900

multisymplectic form formula defined in terms of ϕ̃, X̃ and objects on JkỸ only. It appears to be an901

open problem. This would be the multisymplectic analog of the fact that the flow of a constrained902

mechanical system is symplectic on the constraint submanifold of the configuration space.903

Discretization904

Let us use the same discretization as discussed in Section 4.2. Assume we have a discrete905

Lagrangian L̃ : J1Ỹ −→ R, the corresponding discrete action S̃[ϕ̃, X̃], and a discrete constraint906

G : J1Ỹ −→ R or G : J2
0 Ỹ −→ R. Note that S̃ is essentially a function of 2MN variables and we want to907

extremize it subject to the set of algebraic constraints G = 0. The standard Lagrange multiplier theorem908

proved in basic calculus textbooks applies here. However, let us work out a discrete counterpart of the909

formalism introduced at the continuous level. This will facilitate the discussion of the discrete notion910

of multisymplecticity. Let911

CU (Ỹ) = {σ = (ϕ̃, X̃) : U ⊂ X −→ Ỹ} (135)

be the set of discrete sections of πX Ỹ : Ỹ −→ X . Similarly, define the discrete bundle V = X ×R and912

let CU0(V) be the set of discrete sections λ̃ : U0 −→ V representing the Lagrange multipliers, where913

U0 ⊂ U is defined below. Let λ̃(j, i) = (j, i, λ(j, i)) with λ
j
i ≡ λ(j, i) be the local representation. The914

set CU0(V) is an inner product space with 〈λ̃, µ̃〉 = ∑(j,i)∈U0
λ

j
iµ

j
i . Take E = CU (Ỹ) × CU0(V). Just915

like at the continuous level, E is an inner product bundle. However, at the discrete level it is more916

convenient to define the inner product on E in a slightly modified way. Since there are some nuances917

in the notation, let us consider the cases k = 1 and k = 2 separately.918

Case k = 1.919

Let U0 = {(j, i) ∈ U | j ≤ M, i ≤ N}. Define the trivial bundle V̂ = X� ×R and let CU�(V̂) be920

the set of all sections of V̂ defined on U�. For a given section λ̃ ∈ CU0(V) we define its extension921

λ̂ ∈ CU�(V̂) by922

λ̂(�) =
(
�, λ(�1)

)
, (136)

that is, λ̂ assigns to the square � the value that λ̃ takes on the first vertex of that square. Note that this923

operation is invertible: given a section of CU�(V̂) we can uniquely determine a section of CU0(V). We924

can define the inner product925

〈λ̂, µ̂〉 = ∑
�⊂U

λ(�1)µ(�1). (137)

One can easily see that we have 〈λ̂, µ̂〉 = 〈λ̃, µ̃〉, so by a slight abuse of notation we can use the same926

symbol 〈., .〉 for both inner products. It will be clear from the context which definition should be927

invoked. We can now define an inner product on the fibers of E as928 〈
(σ, λ̃), (σ, µ̃)

〉
E
= 〈λ̂, µ̂〉 = 〈λ̃, µ̃〉. (138)

Let us now construct a section Ψ : CU (Ỹ) −→ E that will realize our discrete constraint G. First, in929

analogy to (130), define the fiber-preserving mapping G̃ : J1Ỹ −→ V̂ such that930

G̃(y�l , X�r ) =
(
�, G(y�l , X�r )

)
, (139)
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where l, r = 1, 2, 3, 4. We now define Ψ by requiring that for σ ∈ CU (Ỹ) the extension (136) of Ψ(σ) is931

given by932

Ψ̂(σ) = (σ, G̃ ◦ j1σ). (140)

The set of allowable sections N ⊂ CU (Ỹ) is now defined by N = Ψ−1(0)—that is, (ϕ̃, X̃) ∈ N933

provided that G(j1 ϕ̃, j1X̃) = 0 for all� ∈ U�. The augmented discrete action S̃C : E −→ R is therefore934

S̃C[σ, λ̃] = S̃[σ]−
〈
(σ, λ̃), Ψ(σ)

〉
E

= S̃[σ]−
〈

λ̂, G̃ ◦ j1σ
〉

= ∑
�⊂U

L̃(j1σ)− ∑
�⊂U

λ(�1)G(j1σ)

= ∑
�⊂U

(
L̃(j1σ)− λ(�1)G(j1σ)

)
. (141)

By the standard Lagrange multiplier theorem, if (ϕ̃, X̃, λ̃) is an extremum of S̃C, then (ϕ̃, X̃) is an935

extremum of S̃ over the set N of sections satisfying the constraint G = 0. The discrete Hamilton936

principle can be expressed as937

d
dε

∣∣∣∣
ε=0

S̃C[ϕ̃ε, X̃ε, λ̃ε] = 0 (142)

for all vector fields V on Y, W on B, and Z on V that keep the boundary conditions on ∂U fixed,938

where ϕ̃ε(j, i) = F
Vji
ε (ϕ̃(j, i)) and F

Vji
ε is the flow of Vji on R, and similarly for X̃ε and λ̃ε. The discrete939

Euler-Lagrange equations can be conveniently computed if in (142) one focuses on some (j, i) ∈ intU .940

With the convention ϕ̃(j, i) = yj
i , X̃(j, i) = X j

i , λ̃(j, i) = λ
j
i , we write the terms of S̃C containing yj

i , X j
i941

and λ
j
i explicitly as942

S̃C = . . . + L̃
(
yj

i , yj
i+1, yj+1

i+1 , yj+1
i , X j

i , X j
i+1, X j+1

i+1 , X j+1
i
)

+ L̃
(
yj

i−1, yj
i , yj+1

i , yj+1
i−1 , X j

i−1, X j
i , X j+1

i , X j+1
i−1

)
+ L̃

(
yj−1

i−1 , yj−1
i , yj

i , yj
i−1, X j−1

i−1 , X j−1
i , X j

i , X j
i−1

)
+ L̃

(
yj−1

i , yj−1
i+1 , yj

i+1, yj
i , X j−1

i , X j−1
i+1 , X j

i+1, X j
i
)

+ λ
j
i G
(
yj

i , yj
i+1, yj+1

i+1 , yj+1
i , X j

i , X j
i+1, X j+1

i+1 , X j+1
i
)

+ λ
j
i−1G

(
yj

i−1, yj
i , yj+1

i , yj+1
i−1 , X j

i−1, X j
i , X j+1

i , X j+1
i−1

)
+ λ

j−1
i−1G

(
yj−1

i−1 , yj−1
i , yj

i , yj
i−1, X j−1

i−1 , X j−1
i , X j

i , X j
i−1

)
+ λ

j−1
i G

(
yj−1

i , yj−1
i+1 , yj

i+1, yj
i , X j−1

i , X j−1
i+1 , X j

i+1, X j
i
)
+ . . . (143)

The discrete Euler-Lagrange equations are obtained by differentiating with respect to yj
i , X j

i and λ
j
i ,943

and can be written compactly as944
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∑
l,�

(j,i)=�l

[
∂L̃
∂yl (y�1 , . . . , y�4 ,X�1 , . . . , X�4)+

+ λ�1
∂G
∂yl (y�1 , . . . , y�4 , X�1 , . . . , X�4)

]
= 0,

∑
l,�

(j,i)=�l

[
∂L̃
∂Xl (y�1 , . . . , y�4 ,X�1 , . . . , X�4)+

+ λ�1
∂G
∂Xl (y�1 , . . . , y�4 , X�1 , . . . , X�4)

]
= 0,

G
(
yj

i , yj
i+1, yj+1

i+1 , yj+1
i , X j

i , X j
i+1, X j+1

i+1 , X j+1
i
)
= 0 (144)

for all (j, i) ∈ intU . If we know yj−1
i , X j−1

i , yj
i , X j

i and λ
j−1
i for i = 1, . . . , N, this system of equations945

allows us to solve for yj+1
i , X j+1

i and λ
j
i .946

Note that we can define ỸC = Y ⊕ B ⊕ V and the augmented Lagrangian L̃C : J1ỸC −→ R by947

setting948

L̃C(j1 ϕ̃, j1X̃, j1λ̃) = L̃(j1 ϕ̃, j1X̃)− λ(�1) · G(j1 ϕ̃, j1X̃), (145)

that is, we can consider an unconstrained field theory in terms of the fields ϕ̃, X̃ and λ̃. Then, the949

solutions of (144) satisfy the multisymplectic form formula (110) in terms of objects defined on J1ỸC.950

Case k = 2.951

Let U0 = {(j, i) ∈ U | j ≤ M, 1 ≤ i ≤ N}. Define the trivial bundle V̂ = X� ×R and let CU�(V̂)952

be the set of all sections of V̂ defined on U�. For a given section λ̃ ∈ CU0(V) we define its extension953

λ̂ ∈ CU�(V̂) by954

λ̂(�) =
(
�, λ(�2)

)
, (146)

that is, λ̂ assigns to the 6-tuple � the value that λ̃ takes on the second vertex of that 6-tuple. Like before,955

this operation is invertible. We can define the inner product956

〈λ̂, µ̂〉 = ∑
�⊂U

λ(�2)µ(�2) (147)

and the inner product on E as in (138). Define the fiber-preserving mapping G̃ : J2
0 Ỹ −→ V̂ such that957

G̃(y
�l , X�r ) =

(
�, G(y

�l , X�r )
)
, (148)

where l, r = 1, . . . , 6. We now define Ψ by requiring that for σ ∈ CU (Ỹ) the extension (146) of Ψ(σ) is958

given by959

Ψ̂(σ) = (σ, G̃ ◦ j20σ). (149)

Again, the set of allowable sections is N = Ψ−1(0). That is, (ϕ̃, X̃) ∈ N provided that G(j20 ϕ̃, j20X̃) = 0960

for all � ∈ U�. The augmented discrete action S̃C : E −→ R is therefore961
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S̃C[σ, λ̃] = S̃[σ]−
〈
(σ, λ̃), Ψ(σ)

〉
E

= S̃[σ]−
〈

λ̂, G̃ ◦ j20σ
〉

= ∑
�⊂U

L̃(j1σ)− ∑
�⊂U

λ(�2)G(j20σ). (150)

Writing out the terms involving yj
i , X j

i and λ
j
i explicitly, as in (143), and invoking the discrete Hamilton962

principle (142), one obtains the discrete Euler-Lagrange equations, which can be compactly expressed963

as964

∑
l,�

(j,i)=�l

∂L̃
∂yl (y�1 , . . . , y�4 ,X�1 , . . . , X�4)+

+ ∑
l,�

(j,i)=�l

λ
�2

∂G
∂yl (y�1 , . . . , y

�6 , X
�1 , . . . , X

�6) = 0,

∑
l,�

(j,i)=�l

∂L̃
∂Xl (y�1 , . . . , y�4 ,X�1 , . . . , X�4)+

+ ∑
l,�

(j,i)=�l

λ
�2

∂G
∂Xl (y�1 , . . . , y

�6 , X
�1 , . . . , X

�6) = 0,

G
(
yj

i−1, yj
i , yj

i+1, yj+1
i+1 , yj+1

i , yj+1
i−1 , X j

i−1, X j
i , X j

i+1, X j+1
i+1 , X j+1

i , X j+1
i−1

)
= 0 (151)

for all (j, i) ∈ intU . If we know yj−1
i , X j−1

i , yj
i , X j

i and λ
j−1
i for i = 1, . . . , N, this system of equations965

allows us to solve for yj+1
i , X j+1

i and λ
j
i .966

Let us define the extension L̃ext : J2
0 Ỹ −→ R of the Lagrangian density L̃ by setting967

L̃ext(y�1 , . . . , X
�6) =


L̃(y�1 , . . . , X�4) if �2 = (j, 0), (j, N + 1),

where � = �∩ U ,
1
2 ∑�⊂� L̃(y�1 , . . . , X�4) otherwise.

(152)

Let us also set G(y�1 , . . . , X�4) = 0 if �2 = (j, 0), (j, N + 1). Define A = {� |�2,�5 ∈ U}. Then (150)968

can be written as969

S̃C[σ, λ̃] = ∑
�∈A

[
L̃ext(j20σ)− λ(�2)G(j20σ)

]
= ∑
�∈A

L̃C(j20σ, j20λ̃), (153)

where the last equality defines the augmented Lagrangian L̃C : J2
0 ỸC −→ R for ỸC = Y ⊕ B ⊕ V .970

Therefore, we can consider an unconstrained second-order field theory in terms of the fields ϕ̃, X̃ and971

λ̃, and the solutions of (151) will satisfy a discrete multisymplectic form formula very similar to the972

one proved in [35]. The only difference is the fact that the authors analyzed a discretization of the973

Camassa-Holm equation and were able to consider an even smaller subbundle of the second jet of974

the configuration bundle. As a result it was sufficient for them to consider a discretization based on975
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squares � rather than 6-tuples �. In our case there will be six discrete 2-forms Ωl
L̃C

for l = 1, . . . , 6976

instead of just four.977

Remark.978

In both cases we showed that our discretization leads to integrators that are multisymplectic on979

the augmented jets JkỸC. However, just like in the continuous setting, it is an interesting problem980

whether there exists a discrete multisymplectic form formula in terms of objects defined on JkỸ only.981

Example: Trapezoidal rule.982

Consider the semi-discrete Lagrangian (44). We can use the trapezoidal rule to define the discrete983

Lagrangian (14) as984

L̃d(yj, X j, yj+1, X j+1) =
∆t
2

L̃N

(
yj, X j,

yj+1 − yj

∆t
,

X j+1 − X j

∆t

)
+

∆t
2

L̃N

(
yj+1, X j+1,

yj+1 − yj

∆t
,

X j+1 − X j

∆t

)
, (154)

where yj = (yj
1, . . . , yj

N) and X j = (X j
1, . . . , X j

N). The constrained version (see [2]) of the Discrete985

Euler-Lagrange equations (103) takes the form986

D2 L̃d(qj−1, qj) + D1 L̃d(qj, qj+1) = Dg(qj)Tλj,

g(qj+1) = 0, (155)

where for brevity qj = (yj
1, X j

1, . . . , yj
N , X j

N), λj = (λ
j
1, . . . , λ

j
N) and g is an adaptation constraint, for987

instance (28). If qj−1, qj are known, then (155) can be used to compute qj+1 and λj. It is easy to verify988

that the condition (94) is enough to ensure solvability of (155), assuming the time step ∆t is sufficiently989

small, so there is no need to introduce slack degrees of freedom as in (95). If the mass matrix (47)990

was constant and nonsingular, then (155) would result in the SHAKE algorithm, or in the RATTLE991

algorithm if one passes to the position-momentum formulation (see [1], [2]).992

Using (38) and (41) we can write993

L̃d(yj, X j, yj+1, X j+1) =
N

∑
i=0

L̃
(
yj

i , yj
i+1, yj+1

i+1 , yj+1
i , X j

i , X j
i+1, X j+1

i+1 , X j+1
i
)
, (156)

where we defined the discrete Lagrangian L̃ : J1Ỹ −→ R by the formula994

L̃
(

yj
i , yj

i+1, yj+1
i+1 , yj+1

i , X j
i , X j

i+1, X j+1
i+1 , X j+1

i

)
=

∆t
2

∫ xi+1

xi

L̃
(

ϕ̄j(x), X̄ j(x), ϕ̄
j
x(x), X̄ j

x(x), ϕ̄t(x), X̄t(x)
)

dx

+
∆t
2

∫ xi+1

xi

L̃
(

ϕ̄j+1(x), X̄ j+1(x), ϕ̄
j+1
x (x), X̄ j+1

x (x), ϕ̄t(x), X̄t(x)
)

dx (157)

with995
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ϕ̄j(x) = yj
iηi(x) + yj

i+1ηi+1(x),

ϕ̄
j
x(x) =

yj
i+1 − yj

i
∆x

,

ϕ̄t(x) =
yj+1

i − yj
i

∆t
ηi(x) +

yj+1
i+1 − yj

i+1
∆t

ηi+1(x), (158)

and similarly for X̄(x). Given the Lagrangian density L̃ as in (43) one can compute the integrals in996

(157) explicitly. Suppose that the adaptation constraint g has a ‘local’ structure, for instance997

gi(yj, X j) = G(yj
i , yj

i+1, yj+1
i+1 , yj+1

i , X j
i , X j

i+1, X j+1
i+1 , X j+1

i ), (159)

as in (122) or998

gi(yj, X j) = G(y
�l , X�r ), where �2 = (j, i), (160)

as in (123). It is straightforward to show that (144) or (151) are equivalent to (155), that is, the variational999

integrator defined by (155) is also multisymplectic.1000

For reasons similar to the ones pointed out in Section 4.2, the 2-nd and 4-th order Lobatto IIIA-IIIB1001

methods that we used for our numerical computations are not multisymplectic.1002

5. Numerical results1003

5.1. The Sine-Gordon equation1004

We applied the methods discussed in the previous sections to the Sine-Gordon equation1005

∂2φ

∂t2 −
∂2φ

∂X2 + sin φ = 0. (161)

This equation results from the (1+1)-dimensional scalar field theory with the Lagrangian density1006

L(φ, φX , φt) =
1
2

φ2
t −

1
2

φ2
X − (1− cos φ). (162)

The Sine-Gordon equation arises in many physical applications. For instance, it governs the1007

propagation of dislocations in crystals, the evolution of magnetic flux in a long Josephson-junction1008

transmission line or the modulation of a weakly unstable baroclinic wave packet in a two-layer fluid.1009

It also has applications in the description of one-dimensional organic conductors, one-dimensional1010

ferromagnets, liquid crystals, or in particle physics as a model for baryons (see [42], [43]).1011

The Sine-Gordon equation has interesting soliton solutions. A single soliton traveling at the speed1012

v is given by1013

φS(X, t) = 4 arctan
[

exp
(

X− X0 − vt√
1− v2

)]
. (163)

It is depicted in Figure 2. The backscattering of two solitons, each traveling with the velocity v, is1014

described by the formula1015

φSS(X, t) = 4 arctan

[
v sinh( X√

1−v2 )

cosh( vt√
1−v2 )

]
. (164)

It is depicted in Figure 3. Note that if we restrict X ≥ 0, then this formula also gives a single soliton1016

solution satisfying the boundary condition φ(0, t) = 0, that is, a soliton bouncing from a rigid wall.1017
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Figure 2. The single soliton solution of the Sine-Gordon equation.
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Figure 3. The two-soliton solution of the Sine-Gordon equation.
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5.2. Generating consistent initial conditions1018

Suppose we specify the following initial conditions1019

φ(X, 0) = a(X),

φt(X, 0) = b(X), (165)

and assume they are consistent with the boundary conditions (2). In order to determine appropriate1020

consistent initial conditions for (18) and (98) we need to solve several equations. First we solve for the1021

yi’s and Xi’s. We have y0 = φL, yN+1 = φR, X0 = 0, XN+1 = Xmax. The rest are determined by solving1022

the system1023

yi = a(Xi),

0 = gi(y1, . . . , yN , X1, . . . , XN), (166)

for i = 1, . . . , N. This is a system of 2N nonlinear equations for 2N unknowns. We solve it using1024

Newton’s method. Note, however, that we do not a priori know good starting points for Newton’s1025

iterations. If our initial guesses are not close enough to the desired solution, the iterations may converge1026

to the wrong solution or may not converge at all. In our computations we used the constraints (28).1027

We found that a very simple variant of a homotopy continuation method worked very well in our1028

case. Note that for α = 0 the set of constraints (28) generates a uniform mesh. In order to solve1029

(166) for some α > 0, we split [0, α] into d subintervals by picking αk = (k/d) · α for k = 1, . . . , d. We1030

then solved (166) with α1 using the uniformly spaced mesh points X(0)
i = (i/(N + 1)) · Xmax as our1031

initial guess, resulting in X(1)
i and y(1)i . Then we solved (166) with α2 using X(1)

i and y(1)i as the initial1032

guesses, resulting in X(2)
i and y(2)i . Continuing in this fashion, we got X(d)

i and y(d)i as the numerical1033

solution to (166) for the original value of α. Note that for more complicated initial conditions and1034

constraint functions, predictor-corrector methods should be used—see [44] for more information.1035

Another approach to solving (166) could be based on relaxation methods (see [7], [8]).1036

Next, we solve for the initial values of the velocities ẏi and Ẋi. Since ϕ(x, t) = φ(X(x, t), t), we1037

have ϕt(x, t) = φX(X(x, t), t)Xt(x, t) + φt(X(x, t), t). We also require that the velocities be consistent1038

with the constraints. Hence the linear system1039

ẏi = a′(Xi)Ẋi + b(Xi), i = 1, . . . , N

0 =
∂g
∂y

(y, X)ẏ +
∂g
∂X

(y, X)Ẋ. (167)

This is a system of 2N linear equations for the 2N unknowns ẏi and Ẋi, where y = (y1, . . . , yN) and1040

X = (X1, . . . , XN). We can use those velocities to compute the initial values of the conjugate momenta.1041

For the control-theoretic approach we use pi = ∂L̃N/∂ẏi, as in Section 2.3, and for the Lagrange1042

multiplier approach we use (46). In addition, for the Lagrange multiplier approach we also have the1043

initial values for the slack variables ri = 0 and their conjugate momenta Bi = ∂L̃A
N/∂ṙi = 0. It is also1044

useful to use (93) to compute the initial values of the Lagrange multipliers λi that can be used as1045

initial guesses in the first iteration of the Lobatto IIIA-IIIB algorithm. The initial guesses for the slack1046

Lagrange multipliers are trivially µi = 0. Note that both λ and µ are algebraic variables, so their values1047

at each time step are completely determined by the Lobatto IIIA-IIIB algorithm (see [1], [27], [28] for1048

details), and therefore no further initial or boundary conditions are necessary.1049
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5.3. Convergence1050

In order to test the convergence of our methods as the number of mesh points N is increased,1051

we considered a single soliton bouncing from two rigid walls at X = 0 and X = Xmax = 25. We1052

imposed the boundary conditions φL = 0 and φR = 2π, and as initial conditions we used (163) with1053

X0 = 12.5 and v = 0.9. It is possible to obtain the exact solution to this problem by considering a1054

multi-soliton solution to (161) on the whole real line. Such a solution can be obtained using a Bäcklund1055

transformation (see [42], [43]). However, the formulas quickly become complicated and, technically,1056

one would have to consider an infinite number of solitons. Instead, we constructed a nearly exact1057

solution by approximating the boundary interactions with (164):1058

φexact(X, t) =

{
φSS
(
X− Xmax, t− (4n + 1)T

)
+ 2π if t ∈

[
4nT, (4n + 2)T

)
,

φSS
(
X, t− (4n + 3)T

)
if t ∈

[
(4n + 2)T, (4n + 4)T

)
,

(168)

where n is an integer number and T satisfies φSS(Xmax/2, T) = π (we numerically found T ≈ 13.84).1059

Given how fast (163) and (164) approach its asymptotic values, one may check that (168) can be1060

considered exact to machine precision.1061

We performed numerical integration with the constant time step ∆t = 0.01 up to the time1062

Tmax = 50. For the control-theoretic strategy we used the 1-stage and 2-stage Gauss method (2-nd and1063

4-th order respectively), and the 2-stage and 3-stage Lobatto IIIA-IIIB method (also 2-nd/4-th order).1064

For the Lagrange multiplier strategy we used the 2-stage and 3-stage Lobatto IIIA-IIIB method for1065

constrained mechanical systems (2-nd/4-th order). See [1], [14], [12] for more information about the1066

mentioned symplectic Runge-Kutta methods. We used the constraints (28) based on the generalized1067

arclength density (26). We chose the scaling parameter to be α = 2.5, so that approximately half of the1068

available mesh points were concentrated in the area of high gradient. A few example solutions are1069

presented in Figure 4-7. Note that the Lagrange multiplier strategy was able to accurately capture the1070

motion of the soliton with merely 17 mesh points (that is, N = 15). The trajectories of the mesh points1071

for several simulations are depicted in Figure 9 and Figure 10. An example solution computed on a1072

uniform mesh is depicted in Figure 8.1073

For the convergence test, we performed simulations for several N in the range 15-127. For1074

comparison, we also computed solutions on a uniform mesh for N in the range 15-361. The numerical1075

solutions were compared against the solution (168). The L∞ errors are depicted in Figure 11. The L∞
1076

norms were evaluated over all nodes and over all time steps. Note that in case of a uniform mesh the1077

spacing between the nodes is ∆x = Xmax/(N + 1), therefore the errors are plotted versus (N + 1). The1078

Lagrange multiplier strategy proved to be more accurate than the control-theoretic strategy. As the1079

number of mesh points is increased, the uniform mesh solution becomes quadratically convergent, as1080

expected, since we used linear finite elements for spatial discretization. The control-theoretic strategy1081

also shows near quadratic convergence, whereas the Lagrange multiplier method seems to converge1082

slightly slower. While there are very few analytical results regarding the convergence of r-adaptive1083

methods, it has been observed that the rate of convergence depends on several factors, including the1084

chosen mesh density function. Our results are consistent with the convergence rates reported in [45]1085

and [46]. Both papers deal with the viscous Burgers’ equation, but consider different initial conditions.1086

Computations with the arclength density function converged only linearly in [45], but quadratically in1087

[46].1088

5.4. Energy conservation1089

As we pointed out in Section 2.6, the true power of variational and symplectic integrators for1090

mechanical systems lies in their excellent conservation of energy and other integrals of motion, even1091

when a big time step is used. In order to test the energy behavior of our methods, we performed1092

simulations of the Sine-Gordon equation over longer time intervals. We considered two solitons1093
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Figure 4. The single soliton solution obtained with the Lagrange multiplier strategy for N = 15.
Integration in time was performed using the 4-th order Lobatto IIIA-IIIB scheme for constrained
mechanical systems. The soliton moves to the right with the initial velocity v = 0.9, bounces from the
right wall at t = 13.84 and starts moving to the left with the velocity v = −0.9, towards the left wall,
from which it bounces at t = 41.52.
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Figure 5. The single soliton solution obtained with the Lagrange multiplier strategy for N = 31.
Integration in time was performed using the 4-th order Lobatto IIIA-IIIB scheme for constrained
mechanical systems.
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Figure 6. The single soliton solution obtained with the control-theoretic strategy for N = 22. Integration
in time was performed using the 4-th order Gauss scheme. Integration with the 4-th order Lobatto
IIIA-IIIB yields a very similar level of accuracy.
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Figure 7. The single soliton solution obtained with the control-theoretic strategy for N = 31. Integration
in time was performed using the 4-th order Gauss scheme. Integration with the 4-th order Lobatto
IIIA-IIIB yields a very similar level of accuracy.
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Figure 8. The single soliton solution computed on a uniform mesh with N = 31. Integration in time
was performed using the 4-th order Gauss scheme. Integration with the 4-th order Lobatto IIIA-IIIB
yields a very similar level of accuracy.
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Figure 9. The mesh point trajectories (with zoomed-in insets) for the Lagrange multiplier strategy for
N = 22 (left) and N = 31 (right). Integration in time was performed using the 4-th order Lobatto
IIIA-IIIB scheme for constrained mechanical systems.
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Figure 10. The mesh point trajectories (with zoomed-in insets) for the control-theoretic strategy for
N = 22 (left) and N = 31 (right). Integration in time was performed using the 4-th order Gauss scheme.
Integration with the 4-th order Lobatto IIIA-IIIB yields a very similar result.
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Figure 11. Comparison of the convergence rates of the discussed methods. Integration in time was
performed using the 4-th order Lobatto IIIA-IIIB method for constrained systems in case of the Lagrange
multiplier strategy, and the 4-th order Gauss scheme in case of both the control-theoretic strategy and
the uniform mesh simulation. The 4-th order Lobatto IIIA-IIIB scheme for the control-theoretic strategy
and the uniform mesh simulation yields a very similar level of accuracy. Also, using 2-nd order
integrators gives very similar error plots.
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Figure 12. The two-soliton solution obtained with the control-theoretic and Lagrange multiplier
strategies for N = 25. Integration in time was performed using the 4-th order Gauss quadrature for the
control-theoretic approach, and the 4-th order Lobatto IIIA-IIIB quadrature for constrained mechanical
systems in case of the Lagrange multiplier approach. The solitons initially move towards each other
with the velocities v = 0.9, then bounce off of each other at t = 5 and start moving towards the walls,
from which they bounce at t = 18.79. The solitons bounce off of each other again at t = 32.57. This
solution is periodic in time with the period Tperiod = 27.57. The nearly exact solution was constructed
in a similar fashion as (168). As the simulation progresses, the Lagrange multiplier solution gets ahead
of the exact solution, whereas the control-theoretic solution lags behind.

bouncing from each other and from two rigid walls at X = 0 and Xmax = 25. We imposed the boundary1094

conditions φL = −2π and φR = 2π, and as initial conditions we used φ(X, 0) = φSS(X − 12.5,−5)1095

with v = 0.9. We ran our computations on a mesh consisting of 27 nodes (N=25). Integration was1096

performed with the time step ∆t = 0.05, which is rather large for this type of simulations. The scaling1097

parameter in (28) was set to α = 1.5, so that approximately half of the available mesh points were1098

concentrated in the areas of high gradient. An example solution is presented in Figure 12.1099

The exact energy of the two-soliton solution can be computed using (7). It is possible to compute1100

that integral explicitly to obtain E = 16/
√

1− v2 ≈ 36.71. The energy associated with the semi-discrete1101

Lagrangian (44) can be expressed by the formula1102

EN =
1
2

q̇T M̃N(q) q̇ + RN(q), (169)

where RN was defined in (88) and for our Sine-Gordon system is given by1103
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Figure 13. The discrete energy EN for the Lagrange multiplier strategy. Integration in time was
performed with the 2-nd (top) and 4-th (bottom) order Lobatto IIIA-IIIB method for constrained
mechanical systems. The spikes correspond to the times when the solitons bounce off of each other or
of the walls.

RN(q) =
N

∑
k=0

[
1
2

(
yk+1 − yk
Xk+1 − Xk

)2

+ 1− sin yk+1 − sin yk
yk+1 − yk

]
(Xk+1 − Xk), (170)

and MN is the mass matrix (47). The energy EN is an approximation to (7) if the integrand is sampled at1104

the nodes X0,. . .,XN+1 and then piecewise linearly approximated. Therefore, we used EN to compute1105

the energy of our numerical solutions.1106

The energy plots for the Lagrange multiplier strategy are depicted in Figure 13. We can see that1107

the energy stays nearly constant in the presented time interval, showing only mild oscillations, which1108

are reduced as higher order of integration in time is used. The energy plots for the control-theoretic1109

strategy are depicted in Figure 14. In this case the discrete energy is more erratic and not as nearly1110

preserved. Moreover, the symplectic Gauss and Lobatto methods show virtually the same energy1111

behavior as the non-symplectic Radau IIA method, which is known for its excellent stability properties1112

when applied to stiff differential equations (see [12]). It seems that we do not gain much by performing1113

symplectic integration in this case. It is consistent with our observations in Section 2.6 and shows that1114

the control-theoretic strategy does not take the full advantage of the underlying geometry.1115
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Figure 14. The discrete energy EN for the control-theoretic strategy. Integration in time was performed
with the 4-th order Gauss (top), 4-th order Lobatto IIIA-IIIB (middle) and non-symplectic 5-th order
Radau IIA (bottom) methods.
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As we did not use adaptive time-stepping and did not implement any mesh smoothing techniques,1116

the quality of the mesh deteriorated with time in all the simulations, eventually leading to mesh1117

crossing, i.e. two mesh points collapsing or crossing each other. The control-theoretic strategy, even1118

though less accurate, retained good mesh quality longer, with the break-down time Tbreak > 1000, as1119

opposed to Tbreak ∼ 600 in case of the Lagrange multiplier approach (both using a rather large constant1120

time step). We discuss extensions to our approach for increased robustness in Section 6.1121

6. Summary and future work1122

We have proposed two general ideas how r-adaptive meshes can be applied in geometric1123

numerical integration of Lagrangian partial differential equations. We have constructed several1124

variational and multisymplectic integrators and discussed their properties. We have used the1125

Sine-Gordon model and its solitonic solutions to test our integrators numerically.1126

Our work can be extended in many directions. Interestingly, it also opens many questions in1127

geometric mechanics and multisymplectic field theory. Addressing those questions may have a broad1128

impact on the field of geometric numerical integration.1129

Non-hyperbolic equations1130

The special form of the Lagrangian density (42) we considered leads to a hyperbolic PDE, which1131

poses a challenge to r-adaptive methods, as at each time step the mesh is adapted globally in response1132

to local changes in the solution. Causality and the structure of the characteristic lines of hyperbolic1133

systems make r-adaptation prone to instabilities and integration in time has to be performed carefully.1134

The literature on r-adaptation almost entirely focuses on parabolic problems (see [7], [8] and references1135

therein). Therefore, it would be interesting to apply our methods to PDEs that are first-order in time,1136

for instance the Korteweg-de Vries, Nonlinear Schrödinger or Camassa-Holm equations. All three1137

equations are first-order in time and are not hyperbolic in nature. Moreover, all can be derived as1138

Lagrangian field theories (see [47], [48], [49], [42], [50], [51], [35]). The Nonlinear Schrödinger equation1139

has applications to optics and water waves, whereas the Korteweg-de Vries and Camassa-Holm1140

equations were introduced as models for waves in shallow water. All equations possess interesting1141

solitonic solutions. The purpose of r-adaptation would be to improve resolution, for instance, to track1142

the motion of solitons by placing more mesh points near their centers and making the mesh less dense1143

in the asymptotically flat areas.1144

Hamiltonian Field Theories1145

Variational multisymplectic integrators for field theories have been developed in the Lagrangian1146

setting ([35], [3]). However, many interesting field theories are formulated in the Hamiltonian setting.1147

They may not even possess a Lagrangian formulation. It would be interesting to construct Hamiltonian1148

variational integrators for multisymplectic PDEs by generalizing the variational characterization of1149

discrete Hamiltonian mechanics. This would allow to handle Hamiltonian PDEs without the need1150

for converting them to the Lagrangian framework. Recently Leok & Zhang [52] and Vankerschaver1151

& Ciao & Leok [53] have laid foundations for such integrators. It would also be interesting to see if1152

the techniques we used in our work could be applied in order to construct r-adaptive Hamiltonian1153

integrators.1154

Time adaptation based on local error estimates1155

One of the challenges of r-adaptation is that it requires solving differential-algebraic or stiff1156

ordinary differential equations. This is because there are two different time scales present: one defined1157

by the physics of the problem and one following from the strategy we use to adapt the mesh. Stiff1158

ODEs and DAEs are known to require time integration with an adaptive step size control based on1159

local error estimates (see [11], [12]). In our work we used constant time-stepping, as adaptive step1160

size control is difficult to combine with geometric numerical integration. Classical step size control is1161
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based on past information only, time symmetry is destroyed and with it the qualitative properties of1162

the method. Hairer & Söderlind [54] developed explicit, reversible, symmetry-preserving, adaptive1163

step size selection algorithms for geometric integrators, but their method is not based on local error1164

estimation, thus it is not useful for r-adaptation. Symmetric error estimators are considered in [28]1165

and some promising results are discussed. Hopefully, the ideas presented in those papers could be1166

combined and generalized. The idea of Asynchronous Variational Integrators (see [4]) could also be1167

useful here, as this would allow to use a different time step for each cell of the mesh.1168

Constrained multisymplectic field theories1169

The multisymplectic form formula (106) was first introduced in [3]. The authors, however,1170

consider only unconstrained field theories. In our work we start with the unconstrained field theory1171

(1), but upon choosing an adaptation strategy represented by the constraint G = 0 we obtain a1172

constrained theory, as described in Section 3 and Section 4.3. Moreover, this constraint is essentially1173

nonholonomic, as it contains derivatives of the fields, and the equations of motion are obtained using1174

the vakonomic approach (also called variational nonholonomic) rather than the Lagrange-d’Alembert1175

principle. All that gives rise to many very interesting and general questions. Is there a multisymplectic1176

form formula for such theories? Is it derived in a similar fashion? Do variational integrators obtained1177

this way satisfy some discrete multisymplectic form formula? These issues have been touched upon in1178

[41], but by no means resolved.1179

Mesh smoothing and variational nonholonomic integrators1180

The major challenge of r-adaptive methods is mesh crossing, which occurs when two mesh points1181

collapse or cross each other. In order to avoid mesh crossing and retain good mesh quality, mesh1182

smoothing techniques were developed ([7], [8]). They essentially attempt to regularize the exact1183

equidistribution constraint G = 0 by replacing it with the condition ε ∂X/∂t = G, where ε is a1184

small parameter. This can be interpreted as adding some attraction and repulsion pseudoforces1185

between mesh points. If one applies the Lagrange multiplier approach to r-adaptation as described in1186

Section 3, then upon finite element discretization one obtains a finite dimensional Lagrangian system1187

with a nonholonomic constraint. This constraint is enforced using the vakonomic (nonholonomic1188

variational) formulation. Variational integrators for systems with nonholonomic constraints have1189

been developed mostly in the Lagrange-d’Alembert setting, but there have also been some results1190

regarding discrete vakonomic mechanics. The ideas presented in [55], [56], and [57] may be used to1191

design structure-preserving mesh smoothing techniques.1192
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